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The qPCR and dPCR MIQE guidelines  
A success story!
Afif M. Abdel Nour & Michael W. Pfaffl
 
The MIQE guidelines and the resulting scientific validity will be supported by more and more researchers, biological journals, academic and commercial institutions. Today in July 2016 we count more than 4600 citations for the MIQE guideline applied in qPCR and around 160 citations for the digital PCR (dPCR) MIQE guideline (measured by Google Scholar). Hence the qPCR and dPCR MIQE guidelines are a worldwide full success story which will be driven forward by the scientific community, e.g. Gene-Quantification.info.
The present second edition of the MIQE & qPCR book  book  book should help to spread this MIQE idea even further in any laboratory worldwide and beyond in the scientists’ workflow and minds. It should clearly show how to apply the guidelines and serve as a handy, visual, interactive and practical guide. For now in the first year after the publication of the first edition we could count more than 1200 downloads of the MIQE & qPCR book  book  book  book  book from more than 30 countries. Our goal for the second edition is to update the existing content by new chapters, and to improve this fancy interactive tool, interfacing scientific publications with educating pictures, videos and scientific talks. We implemented multiple new chapters, describing the significance of the reverse transcription reaction, why PCR assay validation is so important for high sensitivity and good reproducibility, and one reviewing chapter about the necessity of performing quality control at all levels in the qPCR workflow. In summary we are proud to present a selection of international highly recognized authors from the academic field as well from industrial research presenting their latest applications. Described qPCR / dPCR methods and applications are linked to the MIQE context and show it on the basis of educational questionnaires or interactive ‘how to do’ instruction sheets. The at-hand MIQE & qPCR book should deliver the MIQE guidelines directly to the researcher and help to solve the daily problems in the molecular biology laboratory using quantitative PCR, digital PCR, single-cell qPCR, microRNA applications or any comparable techniques using PCR.
 
We hope you like our explanatory, interactive and educational book concept, showing the advantages of the MIQE guidelines in an easy and understandable way, and to guarantee the successful qPCR or dPCR application at the lab bench.
 
The editors
Afif M. Abdel Nour & Michael W. Pfaffl
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Preface
Afif M. Abdel Nour & Michael W. Pfaffl
 
Throughout the past 30 years Polymerase Chain Reaction (PCR) has proven to be the most powerful technique in a scientist toolbox. Only few techniques had such a success story like PCR. Maybe the best proof of its success is the implementation of PCR technology in every molecular biology laboratory routine all over the five continents. Add to that the astonishing evolution from the first generation PCR, the classical block PCR, to the ‘gold standard’ second generation fully quantitative ‘real-time quantitative PCR’ (qPCR), and recently to the third and breath-taking generation high exact the ‘digital PCR’ (dPCR). 
The maturity of this technique was completed by the publication of the MIQE guideline for qPCR (1) and dPCR (2). The main objectives of those guidelines were not only to point out the pitfalls in experiments but also helping researchers to perform valid quantitative PCR experiments, and publish high-end quality papers. To help with compliance, an MIQE app (3,4) has been developed for mobile devices, tablets and personal computers, working on various operating systems, like iOS, Android, and HTML5. In a recent published study by Dooms et al. (2013) it could be shown that respecting the MIQE guideline in large clinical and pre-clinical trials would have a small but non-significant increase in the cost of performing qPCR experiments (5).
The quality of articles reporting the use of qPCR was assessed and published recently in Nature Methods (6) & PLOS One (7). In both analyses, papers were scrutinized and classified for their level of compliance to the MIQE guideline. The results were poor and pointing out the need for more rigorous implications from the editors and reviewers that must be more direct. Noteworthy, some journals have started to play the game and impose the MIQE guideline (7). Newly, biotech companies started to point out qPCR and dPCR products that are compliant to the MIQE, to cite some Roche Life Sciences, Thermo Scientific, Sigma-Aldrich, PrimerDesign, and more.
qPCR -- a global technique
The future aim should be to maximize the fraction of researchers applying MIQE, by working according the guidelines and cite these in the scientific literature. In a current analysis is should shed the light on ‘the good’ and ‘the bad’ fraction of researchers, one working according the MIQE guidelines, and others not. Briefly, the Scopus database (Elsevier) was screened in a first step for the term ‘real-time PCR’, in all papers that were published between January 2009 and July 2016 by author’s affiliation and classified by country. As result, real-time PCR papers were published by researcher from 201 countries (figure 1). It is a surprise that those qPCR papers published were distributed unevenly, whereby China is ‘publisher number one’ with 27.1% of the total, USA scored 14.6%, and the top five western European countries (Germany, United Kingdom, France, Italy and Spain) counted a merged interesting score of 16.7%. The rest of the world shared a considerable percentage of those publications (41.6%).
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Figure 1:  Worldwide distribution of scientific papers mentioning ‘real-time PCR’ (published until July 2016, source).
In a further step the Scopus database was screened additionally for the term of ‘MIQE’. The ratio of the ‘MIQE’ citation over ‘real-time PCR’ per country was than calculated, and should deliver an estimate for doing ‘good and reliable qPCR’. A fully new distribution pattern was delivered for the researchers and laboratories applying the MIQE guidelines in the scientific literature. MIQE compliance was headed by US and German publications, followed by China, UK, France, Italy and other countries, giving us hints about the overall qPCR practice in a worldwide comparison.
                                [image: ]
Figure 2:  Relative strength and worldwide distribution of scientific qPCR papers mentioning the ‘MIQE guidelines’ (published until July 2016).
 
Our final aim is to democratize qPCR and the quality mark ‘MIQE guidelines’, by using this in-hand MIQE & qPCR book and applying the authors recommendations. A further objective for the 2nd edition is to make this powerful knowledge and technology available for every laboratory worldwide interested in molecular diagnostics. It is foreseen that the increase of technical, molecular, or data analysis solutions in this broad field of qPCR offered by the biotech vendors will enhance the worldwide success. Further the drop of the costs of reagents or hardware will boost the growth of any quantitative PCR technology all over the world, even in the emerging markets.
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A History of the MIQE guidelines
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Introduction
An abundance of methodologies, methods and protocols underpin the results and conclusions reported in thousands of scientific peer-reviewed publications that appear in hundreds of journals every year. They are disseminated to other researchers, often generating a vast amount of publicity once aired by television and the popular press, especially when they claim breakthroughs in medical matters. This stimulates further research, invites the investment of huge sums of money and raises hope for millions of individuals. It is not unreasonable to expect these methods to be reliable, rigorous and robust if they are to be fit for purpose. They must also be reported in a transparent manner to permit independent verification, which is the foundation of the scientific method and essential for supporting and enhancing an effective research infrastructure. 
Amongst the many molecular technologies used, the polymerase chain reaction (PCR) is arguably the most important one ever invented and has been instrumental in driving developments in biology, medicine, agriculture, forensics and biotechnology. Constant development from its original incarnation as “legacy” PCR through fluorescence-based quantitative real-time PCR (qPCR) to digital PCR (dPCR) has opened up the technology’s scope, convenience and reach to even the smallest laboratory and is helping to add new applications all the time. Invariably, this popularity has a downside: the original, simple procedure has led to numerous changes that have resulted in protocols that often generate conflicting data and lead to incompatible conclusions. This invariably leads to discordance amongst the published literature and it can often be unclear which of several published interpretations to trust. 
Differences can be generic or specific: 
1.	Generic differences are inherent to qPCR technology, e.g. use of different instruments, choice of enzymes accompanied by manufacturer-specific reaction buffers or data analysis software based on different statistical methodology. The investigator can choose these components, but does so without exhaustive knowledge of what the detailed performance criteria of the instruments are, what the various reaction buffers contain or whether the algorithms used to report the results of an experiment are valid. Hence discordant results cannot easily be rationalised or reconciled, but have to be ascribed to different experimental set-up and tools. This makes generic differences particularly difficult to manage.
2.	Specific differences are caused by the adjustments to experimental protocols, e.g. when extraction and analysis procedures developed for fresh tissue biopsies are modified for use with formalin fixed paraffin-embedded archival material. Similarly, investigators can achieve conflicting results based on the use of different cDNA priming methods or by targeting splice variants of an mRNA. Such adaptations inevitably lead to differences, but they are directly under the control of the investigator and variable results can be rationalised by careful attention to experimental detail. 
An important consequence of these differences is that any reporting of results and conclusions should be accompanied by detailed and complete technical information, allowing the reader of a publication to either reproduce results or reconcile any discordance.
 
Section 2
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Identification of the problem
In 1998, we published a review entitled “ Molecular assessment of tumour stage and disease recurrence using PCR-based assays”, in which we discussed the use of PCR-based assays as potential aids in the clinical management of cancer patients (Bustin and Dorudi, 1998). We pointed out that “like every new technology, PCR has built-in technical and biological limitations that must be recognised and addressed if it is to become a routine tool in clinical diagnostics and that “the use of multiple protocols prevents any standardisation and introduces numerous potential sources of technical error”. With regards to the reverse transcription (RT)-PCR, we commented that “the efficiency of the RT step itself is extremely variable and differences in tissue-processing methods and PCR protocols have been shown to influence its sensitivity and specificity directly”. Our conclusion was that “the wave of recent enthusiasm for these methodologies needs to be tempered until optimal standardised protocols for each of the common cancers are identified”.
Another review published a few months later discussed in detail the pitfalls and potential associated with quantitative RT-PCR (Freeman et al., 1999). It concluded that its use required a comprehensive knowledge of its technical aspects as well as correction for experimental variations in individual RT and PCR efficiencies and described this area of research as “ frequently confusing and contradictory”.
This period witnessed the first large-scale deployment of qPCR instruments, which were being used to transform the practice of PCR. It is difficult to convey to today’s young researchers the tremendous sense of excitement that accompanied the introduction of these tools. They made PCR a high throughput, quantitative technology that allowed the rapid accumulation of large amounts of data without requiring much hands-on time, tedious pouring and running of gels, followed by photography and analysis of bands that might or might not be present and often were visible to the naked eye but somehow managed to disappear from the photograph. Photography was on instant Polaroid film in the more prosperous labs, but could also involve the manual spooling of film onto reels and its development and printing in one’s own dark room. Hence setting up a 96 well plate qPCR run on an ABI 7700 and coming back a couple of hours later to see amplification plots and quantification cycles was nothing short of miraculous.
The first review to focus on the complexity of qPCR, and RT-qPCR in particular, was published in 2000 and has become the most cited review in this field (Bustin, 2000). It discussed the substantial problems associated with the technique’s true sensitivity, reproducibility and specificity as well as the problems inherent in the quantitative aspect of this new PCR technology. It suggested that qPCR promised to overcome many of the limitations of legacy PCR, but that its successful application depended on a clear understanding of the practical problems inherent to this method, and careful experimental design, application and validation. 
The following pages present an overview of the main areas that require the attention of anyone using qPCR, chart the increasing awareness of the specific problems associated with the different categories, identify how the egregious application of qPCR in the mumps, measles and rubella (MMR)/autism debate stimulated the publication of the minimum information for publication of quantitative real-time PCR experiments (MIQE) guidelines and end with an assessment of the impact they have had.
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Sample information
Every qPCR experiment starts with the identification, acquisition and storage of samples and their appropriate management is essential for the reproducibility and biological relevance of subsequent qPCR results (Bustin, 2004). However, since differences in sample treatment are likely to affect results and reproducibility, it was clear from an early stage that it was important to report in detail where tissue samples were obtained, how they were processed and where and for how long they were stored, especially when considering gene expression analyses from tissue biopsies (Bustin, 2004). Since most researchers will already have gathered as much information as possible about their samples, the release of that information would not place an additional burden on the data gathering process for publication. 
 
It is also necessary to provide details of sample processing reagents, since for example, the manufacturing process of polypropylene reagents used for microfuge tubes and micropipette tips can lead to the incorporation of contaminating chemicals that are able to cause denaturation of DNA fragments (Belostrerkovsii and Johnston, 1996) and cause DNA to adhere to the walls of microfuge tubes and pipette tips (Belotserkovskii and Johnston, 1997). Hence it is important to know what plastic ware has been used when troubleshooting discordant results. 
The nucleic acid extraction process itself is another critical step and both DNA  (Fridez and Coquoz, 1996) and RNA (Slater, 1988) extraction can be problematic, especially as samples pass through numerous preparative steps prior to the qPCR assay, every one of which can introduce additional variability. 
This has led to the proliferation of a huge number of different protocols, which have a significant impact on both quantity and quality of nucleic acid extracted (Fridez and Coquoz, 1996; Logemann et al., 1987; Chomczynski and Sacchi, 1987; Rupp and Locker, 1988; McCormick, 1989; Puissant and Houdebine, 1990; Jackson et al., 1990; Schneiderbauer et al., 1991; Longley et al., 1991; Shi and Liu, 1992; Rossen et al., 1992; Tsai and Olson, 1992; Cano et al., 1993; Kato et al., 1993; Foss et al., 1994; Wiedbrauk et al., 1995; Frank et al., 1996; Zhou et al., 1996; Monteiro et al., 1997; Su et al. 1997; Stewart et al., 1998; Fredericks and Relman, 1998; Stanta et al., 1998; Mahony et al., 1998; Masuda et al., 1999; Morrogh et al., 2007; Hammerle-Fickinger, 2010). An example of the remarkable lack of attention to detail in nucleic acid extraction procedures is a recent report that traces the poor quality of many RNA preparations extracted from tissue culture cells to the trypsinisation step, which is routinely used to dissociate adherent tissue culture cells prior to RNA extraction (Vrtacnik et al., 2014). Finally, the continued need to be aware of sample purification-dependent variability is illustrated by a recent comparison of exosome isolation protocols, which shows that the identification of exosome-specific functions and biomarkers is critically dependent on using appropriate, well implemented purification techniques (Van Deun et al., 2014).
Section 4
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RNA quality
A publication from 2000 investigated the influence of a large number of analytical variables on the performance of RT-PCR assays carried out on clinical samples (Zippelius et al., 2000), including the effects of cDNA priming and choice of RTase. Characteristically, this publication neither mentioned nor assessed RNA quality, an omission that typifies a large number of qPCR-based publications to this day. It is not as though the importance of RNA quality was not known, since there was an early report commenting on the variability of RNA extraction (Rappolee, 1990) and around the first steps were being taken to develop more appropriate assays for the assessment of RNA (Swift et al., 2000; Sugita et al., 2001) and incorporate RNA integrity measures into models for quantifying RNA levels (Pfaffl, 2001). Yet despite continued emphasis on the need for quality assessment of RNA (Bustin, 2004; Bustin and Nolan, 2004; Bustin and Mueller, 2005; Nolan et al. 2006; Bustin and Mueller, 2006), a 2005 analysis of the practices of the research community found that 37% of laboratories did not quality assess their RNA, a finding that was “as unexpected as it is disconcerting” (Bustin, 2005) and a review felt the need to state that “There is an urgent need for universal agreement on basic issues such as quality and quantity control of RNA” (Bustin et al., 2005). Whilst by 2008 it was clear to many that it was unacceptable that most publications did not address the critical issue of RNA quality assessment (Bustin, 2008), a review discussing molecular medicine, gene-expression profiling and molecular diagnostics in terms of “putting the cart before the horse” had to concede that interest in RNA quality was “distinguished by a prevalent lack of concern” (Bustin, 2008). Even as late as 2011 there was a need for a major publication to investigate the obvious “measurable impact of RNA quality on the variation of the reference genes, on the significance of differential expression of prognostic marker genes … and on risk classification performance using a multigene signature” (Vermeulen et al., 2011).
RNA purity and consistency are additional important parameters that are easily overlooked. The use of spiked-in DNA or RNA to verify the absence of inhibitors has been recommended for a while (Nolan et al., 2006), but variable inhibition of different targets makes simple recommendations problematic (Huggett et al., 2008). However, it is essential to screen for inhibition of the RT and the qPCR reactions, especially when the aim is to identify differential expression profiles that vary by relative small amounts.
 
Section 5
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Reverse Transcription
There was early recognition that different reverse transcriptases (RTases) have differing abilities to transcribe through the extensive secondary structure in mRNA  (Buell et al., 1978; Brooks et al., 1995) and that consideration of mRNA structure is essential prior to any investigation into gene expression (Kuo et al., 1997). This led to the formulation of the concept of technical and biological variability as being important for the interpretation of RT-qPCR experiments in the context of clinical applications and the essential need to consider the variability of the RT step (Bustin and Dorudi, 1998). Subsequent reports showed that the method of cDNA priming affects both accuracy and reproducibility of RT-qPCR experiments (Zhang and Byrne, 1999; Lekanne et al., 2002) and that reactions primed by target-specific primers are linear over a wider range than similar reactions primed by random primers (Bustin and Nolan, 2004). The first unequivocal demonstration that high variability is an intrinsic property of the RT step was provided in 2004 with two hugely important, but woefully ignored publications. The first showed that RT-qPCR gene expression measurements are comparable only when the same priming strategy, reaction conditions and RNA concentration are used in all experiments (Stahlberg et al., 2004). The second reported that RT- dependent cDNA yields could differ by up to 100-fold and that this was significantly dependent on the choice of target gene (Stahlberg et al., 2004). This paper also made the equally important, but essentially disregarded suggestion that assays should be run at least as duplicates starting with the reverse transcription reaction, advice augmented by a more recent publication (Tichopad et al., 2009). Yet another paper reported gene-related factors as the primary determinants of RT variability and called for an evaluation of the RFT robustness of control genes in RT-qPCR normalisation (Linden et al., 2012). The conclusions from these papers are rather stark and place a question mark behind many of the results reported in the scientific literature, especially with regards to the discovery and validity of RNA biomarkers in molecular medicine (Bustin et al., 2015). A recent report demonstrates a similar dependence of RT-dPCR accuracy on the choice of enzyme and target (Sanders et al., 2013).
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PCR efficiency
Good PCR amplification is exponential and in theory proceeds at 100% efficiency, but in practice not all PCR reactions display the same high efficiency. The practical importance of this fact was recognised early on, with the recognition that differences in amplification efficiencies between samples from leukaemia patients will result in the underestimation of residual disease in patient samples, with the weakest positive patient samples incurring the highest error (Meijerink et al., 2001). Many, if not most experiments targetting cellular mRNAs or miRNAs quantify changes in RNA levels across multiple samples relative to the levels of internal control RNA(s). This relative quantification has the advantage of not requiring standards with defined concentrations; however it does depend on the expression of the reference gene being relatively invariant and on the changes in target gene expression being relatively large. There are several algorithms that allow the calculation of relative expression levels, with the most widely used one known as the 2ΔΔCq method (Livak and Schmittgen, 2001), where Cq is the abbreviation for the quantification cycle, formerly known as Ct or Cp. This involves normalising the expression of the gene of interest (GOI) against an internal reference gene within a sample, followed by a comparison of the normalised difference in expression between two samples (ΔΔCq). Whilst calculations are straightforward, this method makes the critical assumption of constant doubling of amplicon and/or equal amplification efficiencies between amplification reactions and although the authors emphasise the need to establish the actual amplification efficiencies of each assay, this continues to be ignored by the vast majority of researchers. Since actual efficiency can range from 60% to 100%, small differences between GOI and reference genes can lead to huge differences in relative expression ratios and generate distorted results.
An improved model for data analysis took into consideration the importance of incorporating qPCR efficiencies into any calculation of relative quantification involving a target and reference gene transcript (Pfaffl, 2001). It was followed by the development of a relative expression software tool (REST) based on PCR efficiencies that allowed the comparison of results for multiple target and reference genes between different sample groups (Pfaffl et al., 2002). These publications initiated a wide ranging discussion with regards to the appropriate calculation of PCR efficiency, a topic that remains under active investigation, discussion and widespread disagreement (Liu and Saint, 2002; Liu and Saint, 2002; Bar et al., 2003; Tichopad et al., 2003; Peirson et al., 2003; Rutledge and Cote, 2003; Ramakers et al., 2003; Nogva and Rudi, 2004; Rutledge, 2004; Nordgard et al., 2006; Schefe et al., 2006; Karlen et al., 2007; Rutledge et al., 2008; Rutledge and Stewart, 2008; Platts et al., 2008; Batsch et al., 2008; Yuan et al., 2008; Ruijter et al., 2009; Tuomi et al., 2010; Towe et al. 2010; Mallona et al., 2011).
The awareness of the need to validate raw quantification cycle data through further analyses has resulted in the development of numerous in silico tools (Bustin et al., 2011). These assist with qPCR efficiency correction, normalisation to multiple reference genes, treatment of replicates and error propagation as well as appropriate statistical tests, Many are freely available online, while others are bundled with qPCR instruments or are available from various software houses, with the best-known probably Genex  (Bergkvist et al., 2010) and qBase Plus (Hellemans et al., 2007).  The most comprehensive information for accessing and evaluating these programs is available at http://www.gene-quantification.de/main-bioinf.shtml, along with additional links to detailed reviews and other publications dealing with qPCR data analysis. 
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Normalisation
The 2000 RT-qPCR review (Bustin, 2000), together with two follow-on reviews (Bustin et al., 2005; Bustin, 2002) and another publication (Tricarico et al., 2002) also pointed out the significant problems associated with the identification of a valid reference for data normalisation. It was clear that normalisation was a rather persistent problem and that none of the solutions proposed were ideal, but that the use of internal standards comprising single reference genes or rRNA was inappropriate, at least for studies involving tissue biopsies. An appropriate solution was only offered with the publication of the ground-breaking “geNorm” paper in 2002 (Vandesompele et al., 2002). Here the authors quantified the errors associated with the use of a single reference gene and developed a program that allowed the selection of a set of reference genes that showed the least variation in expression amongst all the samples. In addition, they identified the use of a single reference gene for accurate quantification as a major source of variability. Whilst geNorm was the first, it is by no means the only method for evaluating candidate reference genes. Between 2003 and 2006 a whole range of additional algorithms were published (Akilesh et al., 2003; Andersen et al., 2004; Pfaffl et al., 2004; Szabo et al., 2004; Haller et al., 2004; Brunner et al., 2004; Abruzzo et al., 2005; Huang et al., 2006), but none of them has achieved the wide usage of geNorm. It is also not obvious which of the many approaches is the most accurate one or helps generate the most reliable conclusions. It is however fair to say that any one of these methods is better than using a single, unvalidated reference gene to show small fold-changes in relative expression of a target gene and then go on to claim the discovery of a new set of biomarkers. 
The topic of normalisation and the consequences of using inappropriate reference genes continues to be widely discussed (Dheda et al., 2004; Huggett et al., 2005; Dheda et al., 2005;  Kitchen et al., 2010; Marullo et al., 2010; Lanoix et al., 2012; Hellemans and Vandesompele, 2014), although a survey carried out in 2005 revealed that most researchers continued to use single, unvalidated reference genes (Bustin, 2005), a situation that has continued to the present day (Bustin, 2008; Bustin, 2008; Huggett and Bustin, 2011; Bustin et al., 2013; Dijkstra et al., 2014; Abdel Nour et al., 2014). The search for optimal normalisation procedures has also extended to the quantification of microRNA (Mestdagh et al., 2009; Sato et al., 2009), although even here the use of the most reliable method, using the global mean normalisation method that averages expression level of all expressed miRNAs may not be adequate for the purpose of comparing very different tissue types (Vandesompele and Mestdagh, 2014). 
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Towards the MIQE guidelines
As far as I can ascertain, the first time a checklist was proposed for the purpose of improving the quality of RT-qPCR experiments was in 2002 (Bustin, 2002). These early, somewhat simplistic forerunners of the MIQE guidelines were as follows:
1.	Strict validation of any reagent is required. The quality and quantity of RNA templates must be closely monitored and reported when publishing. 
2.	There must be standardisation of methodology for relatable comparison between laboratories. 
3.	Standard internal controls must be included to monitor RT and PCR efficiencies and results must be published. 
4.	Every RT-qPCR run should include an amplicon-specific standard curve generated by serial dilution of a sense strand oligonucleotide. 
5.	Reactions should be set up using robots to ensure minimal variability, and a consensus with regard to intra-sample variability must be established. 
6.	Normalisation of samples obtained from in vitro experiments can be carried out against a panel (probably two or three) of housekeeping genes whose expression has been shown to be unaffected by experimental conditions. This information must be included in any publication. 
7.	Normalisation of samples obtained in vivo must be carried out against cell number (if nucleated blood cells), rRNA or total RNA. There is no justification or reason for using housekeeping genes. 
8.	Any conclusions from experiments involving in vivo tissue samples are hindered by the heterogeneity of material, especially so when using tumour samples. The use of additional techniques, such as LCM, to enrich for individual cell types or cell location should become mandatory, as it is crucial for relevant data interpretation. 
I was certainly not right when saying that reference genes should not be used when normalising in vivo samples, but this was stated before the concepts associated with Genorm were published. The other points remain generally valid today, and certainly the ideas promulgated here became generally recognised as important and worth considering.
A later review commented that “trust in the accuracy and integrity of the scientific literature is an essential prerequisite for maintaining scientific excellence and advancing knowledge. This calls for urgent action by researchers, reviewers and editors who need to agree a basic set of quality criteria and adhere to elementary procedures that result in the publication of reliable and reproducible data. Such a list must include delineating minimum quality standards for template preparation, validation and consistent use of cDNA priming methods, enzymes, protocols and, equally critically, appropriate analysis of data” (Bustin, 2008). 
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The trigger for MIQE
The final spark that prompted a determined effort to develop guidelines for qPCR was my experience as an expert witness for the MMR vaccine litigation trial at the High Court of Justice in London and the US omnibus autism proceedings at the United States Court of Federal Claims. 
 In 1998 an association between gastrointestinal disease and developmental regression in a group of previously normal children was reported, with a commentary that in most cases, onset of symptoms was after MMR immunisation (Wakefield et al., 1998). Evidence presented in 2000 based on differential detection of measles virus (MeV) in autistic and control children using RT-qPCR and other methods was stated as being “compelling in relation to the presence of MeV in children with autistic enterocolitis” (O'Leary, 2000). In 2002 a paper described the use of a hydrolysis probe-based RT-qPCR assay to investigate the presence of persistent MeV in the intestinal tissue of children with a supposedly new form of developmental disorder and concluded that the data confirmed an association between the two (Uhlmann et al., 2002). The reported detection of measles virus in the intestinal tissue of autistic children was used to claim a link between the MMR vaccine and the development of a new, regressive form of autism in children. Probably as a direct effect of this controversy, MMR coverage in England fell from a peak of 92% in 1995 to 80% in 2003/04, and is still below 80% in parts of London (Map). In 2006, a 13-year old boy, who had not received the MMR vaccine, became the first person in the UK for 14 years to die of measles
A number of studies attempted to reproduce O’Leary’s findings (Afzal et al., 2006; D'Souza et al., 2006; D'Souza et al., 2007). All failed to do so; instead they provided strong evidence for contamination being the cause of the positive findings. However, there were some technical differences between the original study and the three more recent ones in the choice of tissue (gut vs blood) or protocols (enzymes, real-time PCR chemistries). Therefore, whilst there was a strong suggestion that Prof O’Leary’s laboratory was detecting contaminants, there was no proof.
In 2007, the first of approximately 4,800 cases in the US omnibus autism proceedings came to trial at the United States Court of Federal Claims, where all vaccine claims are managed and adjudicated by the congressionally created Office of Special Masters. This trial was designed to establish whether or not autism can be caused by the MMR vaccine and I presented evidence I had gathered during an exhaustive analysis of raw hydrolysis probe-based data underlying the results reported in 2002; a transcript from the autism omnibus proceedings is publicly available here. My analyses established a series of mistakes, inappropriate analysis methods and misinterpretations that could never have been gleaned from a study of the published paper.  The main findings were:
1.	Both RNA from fresh frozen (FF) and formalin fixed, paraffin-embedded tissue (FFPE) was used. Formalin fixation modifies and destroys RNA and makes it less accessible for amplification compared with RNA from fresh samples (Koch et al., 2006). However, whereas the difference in Cqs between control RNAs extracted from FF and FFPE was just over nine Cqs, the Cqs recorded for MeV F-gene RNA were approximately the same. Since any nucleic acid present during formalin fixation would have been affected in an identical manner, the obvious implication of these results is that the control target was present prior to formalin fixation, whereas the MeV F-gene target entered the sample after formalin fixation.
2.	Samples with no RNA, as determined by the absence of amplification of a control RNA, nevertheless recorded MeV F-gene Cqs no different from samples that contained control RNA. 
3.	No or late amplification of control RNA was detected in samples where the RT step had been omitted. In contrast, the Cqs recorded for the MeV F-gene amplified without an RT step were in a similar range to most of the F-gene Cqs recorded from runs that included the RT step. Since MeV does not pass through a DNA stage during its life cycle, the assay was not detecting MV.
Despite the presentation of detailed evidence at the major autism trials in 2007 in the USA, three initial judgements and subsequent appeals judgements subsequently confirming that the underlying data were unreliable, as well as some exposure of the facts (Bustin, 2008; Bustin, 2013) there has been virtually no coverage of the serious errors made by the authors of that 2002 publication.
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MIQE
By 2009 it was abundantly clear that the 2002 O’Leary paper was not unique in using inappropriate methods or analyses and omitting adequate experimental detail. As a result, readers’ ability to evaluate critically the quality of the results presented was seriously impaired and it was impossible to repeat published experiments. The particularly egregious use of qPCR in the MeV/MMR/autism context provided the final stimulus to initiate a push towards improving the technical aspects of qPCR assay design and reporting. The MIQE guidelines (Bustin et al., 2009) are the result of this consensus around the need to improve published information with relevant experimental detail to cover every aspect important to the qPCR assay itself, as well as issues relating to pre- and post-assay parameters. MIQE addresses the key areas of standardisation that define any qPCR experiment, namely study design, technical detail, analysis methods and statistics under a set of captions that describe a large number of individual elements: “Experimental design, sample, nucleic acids, reverse transcription, target, primers and probes, assay details, PCR cycling and data analysis”. At first sight, these look daunting, arduous and over-exacting. In practice, it is clear that most, if not all of these parameters describe information that would be obtained as a matter of course during the experimental design, optimisation and validation stages. Importantly, there is a clear hierarchy with some parameters, labelled “E” (essential) in the published guidelines, indispensable for an adequate description of the qPCR assay, whereas other components, labelled “D” (desirable) more peripheral, yet constituting an effective foundation for the realisation of best practice protocols. 
An important corollary was that the guidelines provide a set of recommendations that could be used by journal reviewers not overly familiar with qPCR to evaluate the reliability of the experimental protocols and ensure the inclusion of all essential information in the final publication. The last two years have seen an increasing number of citations of the original publication in the peer-reviewed literature, which have now exceeded 3,000. The original publication has been followed by several editorials on their implementation (Bustin et al., 2010; Bustin and Penning, 2012; Bustin, 2013) and has encouraged the publication of MIQE guidelines for digital PCR (Huggett et al., 2013).  
The most controversial aspects of the original MIQE guidelines related to the proposal that publications must divulge the sequences of any primers used and especially should also report the sequences of any probes. The rationale behind releasing the primer sequences was straightforward: an experiment cannot be reproduced if one of the principal reagents is unavailable.  Lack of access to a probe sequence, on the other hand, does not preclude analysis of the specificity, efficiency and sensitivity of an assay; however, for completeness’ sake it is but a small step to take for most researchers. Many commercial qPCR assays are not supplied with the primer/probe sequences, since most vendors consider this commercially sensitive information; usually there are also no details provided on empirical validation of each individual assay. Publications utilising such assays could not satisfy the original MIQE requirements, placing limits on a universal acceptance of MIQE. Consequently, an amendment of the original guidelines now requires either primer sequences or a clearly defined amplicon context sequence (Bustin et al., 2011).
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Outlook
Very belatedly, major scientific journals have come to realise that they have been seriously negligent in their approach to this subject and have started to address this issue (Anonymous, 2013; Anonymous, 2014; McNutt, 2014). These editorials announcing measures to “reduce irreproducibility” are a welcome, if long overdue acknowledgement of the inadequate reporting of experimental detail in much of the peer-reviewed literature. However, a recent survey of qPCR-based publication demonstrates very clearly that the problem addressed by the MIQE guidelines continue to persist (Bustin et al., 2013; Abdel Nour et al., 2014), with worrying implications (Dijkstra et al., 2014).
The MIQE guidelines have certainly had a major impact on qPCR practice, with all major instrument and reagent manufacturers training their field application specialists, actively supporting MIQE implementation by researchers and supporting and organising workshops around the world that publicise the advantages of conducting qPCR experiments that generate reliable and biologically or clinically meaningful results. Unfortunately, there are thousands of papers in the scientific literature that report results and conclusions that are unlikely to be correct and, despite the MIQE guidelines, thousands more are published every year (Garson et al. 2009). The consequences are clear: 85% (Prinz et al., 2011) to 95% (Begley and Ellis, 2012) of biomedical research is not independently reproducible and thousands of clinically irrelevant biomarkers are published every year with the result that 85% of research funding is wasted, amounting to billions of dollar a year (Macleod et al., 2014). Retractions are on the increase (Steen, 2011; Steen, 2011; Wager and Williams, 2011) and there is a direct correlation between the impact factor of a journal and the number of retractions from that journal (Fang and Casadevall, 2011), interestingly mirroring the inverse correlation we noted between transparency and impact factor (Bustin, 2013).  The question posed by David Horrobin in 2003 “Modern biomedical research: an internally self-consistent universe with little contact with medical reality?” (Horrobin, 2003) can now be extended to include the addition “and based on an abysmal standard of technical proficiency”. It will be a long time before the many contradictions apparent in every area of the life sciences are addressed, never mind corrected (Johnson et al, 2014). But who is going to lead this effort, and how many vested interests are there that will help keep a lid on this can of worms?
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Disclosure
I was an expert witness for the MMR vaccine litigation trial at the High Court of Justice in London and the US omnibus autism proceedings at the United States Court of Federal Claims. I was paid by the solicitors acting for the principal defendants SmithKline Beecham Plc, Smith Kline & French Laboratories Ltd, Merck & Co Inc, Sanofi Pasteur MSD Ltd and the US Department of Justice, respectively.
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Foreword
In this chapter, the two general methods for quantification of RNA using real-time RT-qPCR are described. Both absolute and relative quantification will be explained including requirements according to the MIQE guidelines for both qPCR and dPCR (Bustin et al., 2009; Huggett et al., 2013). The pros and cons of the quantification strategy types will be highlighted leading to a deeper insight into limitations, as well as how real-time PCR efficiency impacts the quantification result.
Section 2
[image: ]
Introduction
Reverse transcription (RT) followed by polymerase chain reaction (PCR) is the most commonly used technique for the detection and quantification of various RNA types. The first practical, kinetic PCR technology, the 5'-nuclease assay, was established in 1993 by Higuchi and co-workers by combining exponential PCR amplification with the monitoring of newly synthesized DNA in each PCR cycle (Higuchi et al., 1993; Heid et al., 1996; Gibson et al., 1996). In combination with RT, real-time RT-qPCR is a highly sensitive method for detection and quantification of messenger RNA (mRNA) transcripts, non-coding RNA or microbial RNA. Today, the fast and exact measurement of mRNA and microRNA (miR) by RT-qPCR is a critical element of life science research, molecular diagnostics and clinical applications. It represents the ‘gold standard’ for RNA quantification because of its excellent specificity, high sensitivity, good reproducibility and wide dynamic range of quantification (Orlando et al., 1998; Lockey et al., 1998; Morrison et al., 1998; Bustin, 2000). Low concentrations of RNA can be measured in small volumes, allowing gene expression measurements of low abundant transcripts down to 10 copies from limited tissue samples and even in single cells (Stahlberg and Bengtsson, 2010; Stahlberg et al., 2013; Stahlberg and Kubista 2014; Reiter et al., 2011).
While these PCR based methods show tremendous potential for use in any analytical or quantitative molecular diagnostic approach, a comprehensive understanding of its underlying principles and limitations is important (Pfaffl, 2004, Remans et al., 2014). To provide guidance for researchers, reviewers and editors to measure the technical quality of the scientific work the MIQE guidelines were established for qPCR and dPCR (Bustin et al., 2009; Huggett et al., 2013). MIQE represents a set of guidelines that describe the minimum information necessary for evaluating qPCR or dPCR experiments and therefore set a clear framework from which to conduct validated and reliable quantitative PCR experiments. The goal is to support experimental transparency, promote consistent, comparable, valid and therefore reliable quantitative results. 
The optimization and validation of the absolute or relative quantification strategies is one major point of the MIQE guidelines with the objective of increasing the credibility of results and helping to insure the integrity of scientific work, with major focus on biological relevance (Bustin et al., 2013; Dijkstra et al., 2014; Dooms et al., 2014; Sanders et al., 2011; Remans et al., 2014).
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Quantification strategies
The decision regarding which RT-qPCR quantification strategy is chosen is a critical component of the gene quantification workflow and a required declaration under the MIQE guidelines. Generally, two strategies can be performed in quantitative RT-PCR. The concentrations of expressed genes may be measured by absolute or relative quantification. 
Absolute quantification relates the PCR data to input copy number using a calibration (or standard) curve. Therefore, this calibration curve is used to determine the concentration of the unknown analyte. Although traditionally referred to as ‘absolute quantification’ it is preferable for this approach to be called ‘calibration quantification’. This is because, in this context,  the word ‘absolute’ is misleading, as the concentration of the field sample in fact is measured ‘relative’ to the concentrations of the standard samples used in the calibration curve (Svec et al., 2015). Furthermore, the reliability of an absolute real-time RT-PCR assay depends on the condition of ‘identical’ amplification efficiencies for both the native target and the calibration curve in both the RT reaction and in the following qPCR (Souaze et al., 1996; Pfaffl, 2001; Pfaffl et al., 2002).
Relative (sometimes referred to as ‘comparative’) quantification does not need a calibration curve. For this reason it would initially appear that these experiments are easier to perform than absolute quantification. Relative quantification is used to measure the change in mRNA expression relative to chosen control samples (Livak and Schmittgen, 2001). It is mainly based on the expression of a target gene versus one or more endogenously expressed reference genes (Vandesompele et al., 2002), originally and commonly known as ‘housekeeping genes’. The relative quantification approach is adequate for most purposes, such as to investigate physiological changes in gene expression for example when measuring mRNA or microRNA gene expression changes. The unit used to express relative quantities is commonly expressed as ‘x-fold change’ and allows the relative quantities can be compared across multiple experiments (Orlando et al., 1996; Livak and Schmittgen, 2001).
Recently digital PCR (dPCR) became more attractive as a measure of absolute quantification (Kalinina et al., 1997; Vogelstein and Kinzler, 1999). Using dPCR, single molecules are separated by dilution and are amplified individually in defined units or partitions. After amplification each partition is analysed and represents a single starting molecule. Digital PCR transforms the exponential, analogue classical PCR amplification into a linear and digital signal (Morley 2014; Sanders et al., 2011). An overview of the MIQE compliant quantification strategies is shown in Figure 2.1.
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Absolute quantification
In order to apply the absolute quantification approach, a stable standard RNA material is required. Since this material is used to generate the calibration curve, it must have a known concentration. When correctly applied, the calibration curve is highly reproducible and allows the generation of highly specific, sensitive and reproducible data (Bustin, 2000; Pfaffl et al., 2002; Rutledge and Côté, 2003; Svec et al., 2015). The external calibration curve model has to be thoroughly validated, as the accuracy, sensitivity, reproducibility and the range of quantification depends entirely on the accuracy of the standards used. However, there are several difficulties associated with production of an RNA standard. The standard RNA design, synthesis, determination of exact concentration and assured stability over long storage times is not straightforward. At low concentrations, RNA is highly sensitive to degradation and therefore, needs storing in a good buffer, an RNAse free environment and responsible handling by the researcher. The stability of RNA standard material of low concentration (e.g. lower than 100 molecules) is particularly critical for high reproducibility (Reiter et al., 2011). As shown in Figure 2.2, at low (< 103 ) template copy input the assay variability is higher than in the range of higher copy number (Pfaffl and Hageleit, 2001; Rasmussen, 2001; Sanders et al., 2014). At very low copy numbers, under 20 copies per tube, the random variation due to sampling error (Poisson's error law) becomes significant (Peccoud and Jacob, 1996; Rasmussen, 2001). But it is exactly in this variable region that target quantification is of high interest for molecular diagnostics, e.g. to detect RNA viruses or bacteria at low plasma concentrations, early after infection, or to quantify rare transcripts in limited sample material.
 
The dynamic range of the calibration curve can be up to seven orders of magnitude from 101 to 108 standard molecules, depending on the stability of the used RNA standard material (Pfaffl and Hageleit, 2001; Fronhoffs et al., 2002; Reiter et al., 2011). It is recommended that the calibration curve should have at least five, 10-fold dilutions, for each three technical replicates (Svec et al., 2015). The stability and reproducibility depends on the type of standard material used, the surrounding matrix/tissue extract, the presence of RNAse and the general operator handling according to ‘good laboratory practice’. For suitable RNA standard material, commercially synthesized RNA may be used, or alternatively in vitro transcribed RNA, recombinant RNA, universal standard/reference material or alternatively a transcriptome with known concentration of the mRNA or microRNA transcript of interest (Pfaffl and Hageleit, 2001; Cronin et al., 2004).
A significant problem with RNA based calibration curves is that they are subject to the variability of the reverse transcription reaction (RT), which increases the variability of the calibration curve especially at low concentrations (Reiter et al., 2011; Bustin et al, 2014). To deliver the best possible, most reproducible results, the RT should be performed in parallel on the biological sample and the calibration curve. It has been demonstrated that the RT reaction is highly dependent on the RT enzyme used (from <3% to over 70% RT efficiency) and shows high variability between technical replicates (up to 30%) (Stahlberg et al., 2004a and 2004b; Bustin et al, 2014). The goal is to derive identical RT efficiency in all biological samples performed, as well as real-time PCR amplification efficiency for calibration curve standard RNA and target RNA. This must be validated and confirmed in advance, to receive later reliable RNA quantification results.
A further significant problem when using an RNA quantification procedure is due to the impact of RNA secondary structure. Natural occurring cloverleaf structures of long RNAs (e.g. mRNAs or primary microRNAs of around 2kb) and buffer or pH related secondary folding have an impact on RNA sequence accessibility. Artificial produced RNA standard material may have different folding properties when compared to native, isolated RNA fractions due to varying length, stabilizing matrix, or buffer substances. Furthermore, differently folded RNA will influence the accessibility of endo- and exo-RNAse and thus consequent resistance to degradation, as well as the primer binding and the resulting RT efficiency due to enzyme processivity (Stahlberg et al., 2004a; Stahlberg et al., 2004b; Bustin et al, 2014).
In contrast to naturally occurring RNA, isolated from biological samples, artificial RNA standard material is highly homogeneous, uniform in length and sequence motives. Natural biological samples contain a high percentage of sub-fractions, e.g., ribosomal RNA (rRNA 85-90%), transfer RNA (tRNA ~ 5-10%), messenger RNA (mRNA ~ 1-5%) and various families of non-coding RNAs e.g. microRNA, piRNA, siRNA, snRNA, snoRNA, long non-coding RNAs (~ 1-5%) (Kiss, 2001). Varying RNA sub-fractions have an influence on the cDNA synthesis rate and consequently on the validity of the calibration curves but in an unknown manner (Pfaffl, 2004). To compensate for such complex RNA background effects, a natural RNA distribution can be mimiced with a spike-in RNA isolated from a diverse organism to that of study such as plant, bacterial or insect cell lines when human samples are being investigated. Alternatively, commercially available RNA spike-in sources can be used as RNA background, e.g., poly-A RNA or tRNA. However, these do not represent a native RNA distribution over all RNA subtypes. Earlier published results suggest that a minimum of RNA background is generally needed and that it enhances RT synthesis efficiency rate. Low concentrations of standard RNA used in calibration curves should always be buffered with background or carrier RNA; otherwise the low amounts can be degraded easily by RNAses or be bound to reaction vessels. Very high background concentrations have a more significant suppression effect in RT synthesis rate and in later real-time PCR efficiency (Tichopad et al., 2009; Stahlberg et al., 2004b; Bar et al., 2012)
The sensitivity problem of the RT-PCR to minor variations in the reaction setup is always lurking in the background as a potential drawback to this simple procedure. Therefore, ‘absolute quantification’ with external RNA standards requires careful, time consuming optimization of its precision (by using technical replicates in the same PCR run, reported as intra-assay variation) and reproducibility (using technical replicates in separate PCR runs, reported inter-assay variation) in order to understand the limitations within the given application and fulfil the MIQE guidelines (Pfaffl and Hageleit, 2001; Reiter et al., 2011).
No matter how accurately the concentration of the used standard material was determined, the final quantification result is always reported on the basis of a user friendly unit, e.g. RNA copies per ng transcriptome (total RNA), copies per isolated cell, copies per mg of starting matrix or tissue, copies per ml blood, etc. If absolute changes in copy number are important (copy number variations), then the denominator must still be shown to be absolutely stable across the compared biological samples. This accuracy may only be needed in immunology and microbiology, to measure the viral load in human tissues, or in food hygiene to measure the number of viruses or microorganisms present in edible matrices. The determination of absolute quantity of your setup cannot be better than the quantity of the denominator. Any variation in the denominator will obscure real changes, produce artificial changes and incorrect absolute quantification results. The careful use of standard material and controls is critical in order to demonstrate that your choice of denominator is appropriate (Rasmussen, 2001).
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Absolute quantification via dPCR
Digital PCR (dPCR) is a currently developed PCR based method for the absolute quantification of nucleic acids. It allows precise quantification, facilitating the measurement of small percentage differences or the quantification of rare variants (Vogelstein and Kinzler, 1999; Pabinger et al., 2014). Applying dPCR for RNA analysis it suffers from the same problems described earlier, with the major reproducibility problems in the RT step. But various papers have demonstrated that dPCR may also be more reproducible and less susceptible to inhibition than classical quantitative RT-qPCR (Sanders et al., 2013).
The technical details of dPCR are described extensively elsewhere in this MIQE & qPCR b book ook (Chapter Applying MIQE standards to dPCR experiments). To summarise the approach, the PCR reaction mixture is divided into a very large number of separate, tiny volumes. The goal is to achieve a maximal dilution, such that there is either zero or one target molecule present in any individual reaction unit. Currently available commercial systems generate multiple tens of thousands of droplets (Bio-Rad, Fluidigm, Life Technologies) or even up to ten million droplets per experiment (RainDance) (Baker, 2012; Pabinger et al., 2014). After performing PCR amplification, the reporter signal output is counted for each reaction vessel/droplet such that the reaction results then becomes equivalent to a digital output (in that a positive reporter signal is equivalent to one target molecule per reaction vs. no reporter signal which indicates no target molecule). After applying a ‘Poisson correction’ to account for wells which may contain more than one copy, the reporter signal counts are used to quantify the absolute molecule number present in the test sample. This absolute quantification is based on ‘simple counting’ and needs no calibration curve. It has been reported to have a higher accuracy that qPCR (Kalinina et al., 1997; White et al., 2009). Recently, a study systematically compared the performance of qPCR with that of dPCR. The authors could clearly demonstrate that droplet based dPCR exhibited greater precision and more reproducible findings than qPCR (Hindson et al., 2013; Marx, 2014).
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Relative quantification
Relative quantification is typically used to determine the changes in steady-state RNA concentrations of an expressed gene of interest across multiple samples. The results are expressed relative to the concentrations of one or more endogenous control RNAs. This approach is adequate for investigating the physiological changes in mRNA or microRNA gene expression between test or treatment groups. Therefore, relative quantification does not require an obligatory calibration curve consisting of RNA standards with known concentrations. Reporting biologically meaningful changes in mRNA copy number requires accurate and relevant normalization to some standard gene expression and is strongly recommended according to the MIQE guidelines (Bustin, 2002; Bustin et al., 2009). The selected reference gene transcript is often a ‘housekeeping gene’, an artificial RNA sequence or can be any transcript, as long as its sequence is known. (Bustin, 2002; Gilsbach et al., 2006). Dependent on the assay type, the reference genes can be co-amplified with the target gene in the same tube in a multiplexed assay or can be amplified in a separate tube (singleplex assay). Ideally, the expression of reference gene(s) should remain unchanged across samples within the context under study (Wittwer et al., 2001). The reliability of the relative RT-qPCR experiment can be even improved by including an invariant ‘exogenous and artificial control RNA’ to correct for sample-to-sample variations in RNA extraction, RT efficiency, or errors in sample quantification workflow. 
A further method is described for the relative comparison of two RNA amplicons, the ‘Relative Standard Curve Method’, by using two ‘absolute’ quantification approaches. Multiple transcripts are quantified separately according to the described classical calibration curve and the resulting ‘absolute quantities’ are compared relatively (Cikos et al., 2003).
More details and information about normalisation strategies are shown in Chapter: Choosing Reference genes.
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Reference gene selection
The choice of suitable single reference gene or the selection of the appropriate panel of reference genes is absolutely crucial for accurate RT-qPCR gene expression analysis and is a required reporting element of the MIQE guidelines (Bustin et al., 2009). There are various, commercially available reference gene panels to select from (e.g. Life Technologies, Exiqon, TATAA Biocenter, PrimerDesign, etc. summarized in Vandesompele et al. 2009), but unfortunately these may not work well for the specific biological context, for example if the focus of study is an organism outside the usual human, mouse or rat. Depending on the study and the tissue under investigation, pre-selected reference gene panels may vary significantly and do not exhibit the optimal characteristics of a feasible and stable reference gene.
In the published literature, there is an accumulation of applied reference genes, e.g., GAPDH, albumin, actins, tubulins, cyclophilin, microglobulins, 18S rRNA or 28S rRNA. Unfortunately, these are often applied without verification and independent of consideration of the physiological or biological context (Foss et al., 1998; Thellin et al., 1999; Goidin et al., 2001; Vandesompele et al., 2002; Laule et al., 2006; Hruz et al., 2011). All this candidate genes belong to the group of ‘housekeeping genes’ and are theoretically optimally suited, since they are present in all nucleated cell types and are necessary for innate cell survival. The mRNA synthesis of these ‘housekeepers’ is considered to be high abundant and stable expressed in various tissues, even under experimental treatments. However, numerous treatments and studies from more than 20 years ago have conclusively shown that these targets are regulated and that they do vary significantly under many experimental conditions (Tichopad et al., 2003 and 2004). It remains up to the individual investigator to choose a reference gene set that is ‘best suited’ for reliable normalization in their particular experimental and biological context. 
Therefore a prior selection of adequate reference gene candidates is critical and an absolute experimental requirement. Recently an algorithm was established, named RefGenes, to identify reliable and context specific reference genes for RT-qPCR data normalization (Hruz et al., 2011). The RefGenes algorithm is part of the Genevestigator database of normalized and well-annotated microarray experiments (Laule et al., 2006; Hruz et al., 2008), and describes the expression stability characteristics of the transciptomes of several tissues and organisms (to date 17 species, >1400 cell lines, >120.000 samples). Analyzing numerous biological experiments, it provides the confirmation that specific genes are neither universally nor stable expressed in varying biological contexts. Further it demonstrates that the most commonly used reference gene candidates show very high transcript abundances as compared to the entire transcriptome. For each biological context a subset of stable expressed genes exists that has smaller variance than commonly or commercially used reference gene panels or genes that were selected for their stability across all conditions. Therefore, when possible, reference genes may be specifically chosen using the RefGenes algorithm for the particular condition(s) under study.
 
Link to media:
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Due to the request of the MIQE guidelines, there is an increasing appreciation of the correct processes for data normalisation using valid normalisation algorithms. It is now well accepted that more than one reference genes should usually be used for normalisation, since averaged multiple reference genes result in better stability for normalisation, for mRNA as well as for microRNA profiling. It is obvious and proven, that no single gene is constitutively expressed in all cell types and under all experimental conditions. Therefore the expression stability of the intended reference genes has to be verified separately for each experimental setup. For large scale expression profiling studies with a lot of candidate genes under investigation, normalization using a global mean expression value or a reference residual normalisation (RRN) may outperform the general normalization strategy based on a ‘few’ validated reference genes (Mestdagh et al., 2009; D’haene et al., 2012; Edmunds et al., 2014). Suitable algorithms for reference gene selection include, geNorm (Vandesompele et al., 2002), BestKeeper (Pfaffl et al., 2004), NormFinder (Andersen et al., 2004) and Pattern-Recognition-Analysis (Akilesh et al., 2003).
•	The tool with the widest worldwide distribution is probably geNorm, which allows for an accurate normalization of real-time quantitative RT-PCR data by geometric averaging of multiple, internal control genes (Vandesompele et al., 2002). The geNorm algorithm determines the most stable reference genes from a given gene set and calculates a ‘gene expression normalization factor’ for each biological sample based on the geometric mean of a user defined number of reference genes.
Link to geNorm : http://medgen.ugent.be/~jvdesomp/genorm/
•	BestKeeper determines the best suited reference genes, out of ten reference candidates, and combines them into an index, the ‘housekeeping gene index’ (Pfaffl et al., 2004). The software predicts the ‘optimal’ reference genes, by employing the pair-wise correlation analysis of all pairs of candidate genes and calculates the geometric mean of the ‘best’ suited ones. In this way, the BestKeeper Index (or reference gene index, RGI) is calculated, which is based on the weighted expression of at least three stable reference genes and a more reliable basis of normalization in relative quantification can be postulated.
Link to Best Keeper : http://bestkeeeper.gene-quantification.info
•	The NormFinder algorithm represents a further, robust strategy to identify stably expressed reference genes from a set of candidate normalization genes (Andersen et al., 2004). The strategy is rooted in a mathematical algorithm of gene expression that enables the estimation of the overall suitability of any normalization gene candidate in any kind of experimental design. NormFinder allows a more reliable normalization of gene expression data variation of the candidate reference genes and also of the variation between sample subgroups of the biological sample set. Notably, the strategy provides a direct measure for the estimated expression variation, enabling the user to evaluate the systematic error introduced when using the chose reference gene.
Link to NormFinder : http://moma.dk/normfinder-software
 
Application of any of these three normalization strategies is a prerequisite for accurate relative quantification and expression profiling using RT-qPCR and is recommended by the MIQE guidelines.
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Normalization of RT-qPCR data
Many different methods have been proposed for accurate normalization of RT-qPCR data (Huggett et al., 2005). To calculate the expression of a target gene in relation to an adequate reference gene, various mathematical models have been established and implemented in software tools, e.g. GenEx (Stahlberg et al., 2008; Bergkvist et al., 2010), qBase+ (Hellemans et al., 2007), REST (Pfaffl et al., 2002), as well as more applets that are integrated into real-time cycler data analysis software. 
The general calculation procedures are based on the relative comparison of the distinct quantification cycle used for the quantification procedure. According to the MIQE guidelines and RDML (Real-Time PCR Data Markup Language) (Lefever et al., 2009) the new term ‘quantification cycle’ (Cq) was introduced as a substitute for the range of previously used nomenclature such as ‘crossing point’ (CP) and ‘threshold cycle’ (Ct) or ‘take off point’ (TOP).
Several mathematical models that determine the relative expression ratio have been developed. These can be grouped in two general types (see Figure 1):
•	relative quantification without PCR efficiency correction, assuming optimal qPCR efficiency of 100% or 2.0 (Livak and Schmittgen, 2001)
•	relative quantification applying correction to accommodate the actual PCR efficiency (Pfaffl, 2001)
 
When using the (Livak and Schmittgen, 2001) approach, the relative expression change of a target gene of interest is computed following these steps:
1.	Determination of the Cq difference (Cq) between Cq ‘gene of interest’ (GOI) and Cq ‘reference gene’ (REF) for each sample
2.	The PCR efficiency is assumed to be 2.0, according to the optimal doubling of PCR products in each cycle performed (Livak and Schmittgen, 2001);
3.	Determination of the differences between the calculated Cq (from step 1) for the ‘treatment group’ and ‘control group’. This results in a Cq value.
4.	The relative expression ratio (R) represents the ‘x-fold regulation’ of one GOI undergoing the applied treatment in comparison to the untreated control group, normalized to the stable expression of one REF, assuming the optimal PCR efficiency of 2.0 for all genes under calculation.
 
ΔCq=CqGOI-Cqreferencegene
R=2-[ΔCqtreatment-ΔCqcontrol]
R=2-ΔΔCq
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Real-Time PCR amplification               efficiency
Each qPCR amplification history is unique. Individual real-time RT-qPCR reaction setups generate differing fluorescent amplification plots, in which can be described according to the shape of the background, exponential and plateau phase. The integrity of an optimal qPCR run can be described by these phases, by a low and stable background phase, the initiation of an increase in fluorescence (correlates with Cq), steepness of the fluorescence increase (correlates with PCR efficiency), and the absolute fluorescence levels at the plateau (correlates with the amount of PCR products). The PCR amplification efficiency has a major impact on this fluorescence history and therefore on the RT-qPCR performance. The PCR efficiency influences the entire amplification process through all of the performed cycles. Hence, PCR efficiency evaluation is one of the essential markers of the real-time gene quantification procedure and a core characteristic that is required by the MIQE guidelines.
PCR efficiency, and by implication, the accuracy of the calculated expression result, is influenced by various variables, as shown in Figure 2.3. It is well known that different tissue types may impact RT and PCR efficiencies, caused by RT or PCR inhibitors and by variations in the total RNA fraction pattern extracted (Tichopad et al., 2003 and 2004). Stable and constant amplification efficiency in all compared samples is one important criterion for reliable comparison between samples. This becomes crucially important when analyzing the relationship between biological samples with unknown characteristics, as compared to controls. A PCR efficiency correction is strongly recommended and results in a more reliable estimation of the ‘true expression ratio’ when compared to no-efficiency correction (Pfaffl, 2001).
 
The assessment of reliable PCR amplification efficiencies of all transcripts under investigation; all gene of interests and reference genes, must be carried out before any calculation of the normalized relative gene expression is performed. Several methods have been described to calculate real-time PCR efficiency and these are implemented in qPCR data analysis tools, e.g. GenEx (Stahlberg et al., 2008; Bergkvist et al., 2010), qBase+ (Hellemans et al., 2007), Q-Gene, (Muller et al., 2002), REST (Pfaffl et al., 2002), LightCycler Relative Expression Software (Roche Molecular Biochemicals, version 1.0, 2001), or open access software packages allow the evaluation of amplification efficiency plots (summarized in Pabinger et al., 2014).
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Methods to determine real-time PCR efficiency:
•	Serial dilution approach to determine a ‘mean’ PCR efficiency: Commonly a serial dilution is used to calculate the mean PCR efficiency (Figure 2.4). The efficiency is calculated from the slope of the dilution series using the equation:   E = 10[1-slope] This results in values ranging from E = 1.0 (minimum value) to E = 2.0 (theoretical maximum and optimum efficiency) (Higuchi et al., 1993; Rasmussen, 2001, Livak & Schmittgen, 2001). Determination of PCR efficiency should be evaluated in a pool of all starting RNAs to accumulate all possible ‘positive’ and ‘negative’ impacts on efficiency. Typically, the relationship between Cq and the logarithm of the starting copy number of the target sequence should remain linear for at least five orders of magnitude in the calibration curve as well as in the native RNA sample. A separate determination of real-time PCR efficiency can be made using triplicates for every transcript and target tissue. This is necessary to determine it with high precision and validity (Souaze et al., 1996; Pfaffl and Hageleit, 2001; Svec et al., 2015). Optimally the values are 2.0±0.1 (Life Technologies Application Note, 2012). Unfortunately the ‘dilution series method’ sometimes results in efficiencies far higher than 2.1, which is practically impossible according to the PCR amplification theory. But as shown by numerous publications, the results are constant and highly reproducible, at least within one transcript and tissue (Pfaffl et al., 2001).
•	Single run PCR efficiency determination based on all cycle data: A more advanced method is to determine the efficiency on the basis of a complex modelling of the fluorescence history data to sigmoidal or logistic algorithms. It can be applied to single reaction setups and therefore each investigated biological sample can be analyzed individually. The advantage of this model is that all fluorescence history data points are included in the calculation process and no background subtraction is necessary (Liu & Saint, 2002a and 2002b; Tichopad et al., 2003). Unfortunately, even for optimal reaction setup, the derived efficiency values generated after applying mathematical  modelling algorithms range between 1.7 and 1.9 and so are not directly comparable to those from the ‘dilution series’. This difference might be due to the sigmoidal or logistic fitting procedure and could reflect a single biological sample rather than an average estimate between various replicates and dilutions. The big advantage is that these advanced fitting algorithms are fully automatable in the cycler data analysis software (e.g. RotorGene, Eppendorf, LightCycler and more) and therefore easy to perform. 
•	Single run PCR efficiency determination based on selected cycle data: Applying this approach only selected data from the exponential amplification phase is integrated into the PCR efficiency determination. At the exponential phase of the PCR reaction, the reaction kinetics is still under ‘full amplification power’ with no resource limitations. The calculation is performed on each reaction kinetic plot and the maximal amplification efficiency can be determined. The calculation is based on the fluorescence increase only in the real exponential phase, according to a polynomial curve fit Yn=Y0(E)n,   where Yn is the fluorescence acquired at cycle n and Y0 the initial fluorescence, or ground fluorescence (Bar et al., 2012; Tichopad et al., 2003; Ramakers et al., 2003). This phase around the ‘second derivate maximum’ exhibits real exponential amplification behaviour (LightCycler Software, 2001). Calculated PCR efficiencies of reactions under optimal conditions range from E = 1.75 to E = 1.90, hence these lie between those derived using the previously mentioned methods.
 
Today the ‘dilution series’ is the most applied for PCR efficiency determination and suits the recommendations by the MIQE guidelines (Bustin et al., 2009). The both single run methods need deeper understanding in data collection and curve fitting, otherwise it is not calculated automatically by the real-time cycler software. Which efficiency calculation method is ‘the right’ one and results in ‘true PCR efficiency’ results has to be evaluated in further methodological experiments.
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Calculating Gene Expression Fold Changes using Efficiency Correction
Since PCR efficiencies vary between genes, assays, samples, reagents and instruments, introducing a real-time PCR efficiency (E) correction helps to provide a more accurate relative quantification (Pfaffl, 2001). The relative fold change is then defined as:
 
R=(EREF)Cqtreatment(EGOI)Cqtreatment÷(EREF)Cqcontrol(EGOI)Cqcontrol
Since PCR efficiency differences usually exist within the applied PCR assays, e.g. gene by gene, the formula can be expressed as:
 
R=(EGOI)ΔCqGOI(control-treatment)(EREF)ΔCqREF(control-treatment)
 
In this case the calculation steps are:
1.	Determination of the Cq difference (Cq) for the ‘gene of interest’ (GOI) between the ‘control sample’ and the ‘test sample’
2.	Determination of the Cq difference (Cq) for the ‘reference gene’ (REF) between the ‘control sample’ and the ‘test sample’
3.	Determine the PCR efficiency for each gene (GOI and REF)
4.	The relative expression ratio (R) represents the ‘x-fold regulation’ of one GOI undergoing the applied treatment in comparison to the untreated control group, normalized to the stable expression of one REF, assuming the optimal PCR efficiency of E for the REF or GOI genes under calculation.
 
Applying the ‘Relative Expression Software Tool’ (REST) the relative calculation procedure is based on an averaged Cq (MEAN Cq) for the experimental groups, either treatment or control group, and the averaged normalisation of multiple reference genes, the ‘reference gene index’ (RGI) (Pfaffl et al. 2002).
 
R=(EGOI)ΔCqGOI(MEANcontrol-MEANtreatment)(ERGI)ΔCqREF(MEANcontrol-MEANtreatment)
If relative quantification carried out according to the MIQE guidelines, applying PCR efficiency correction and using multiple validated reference genes, the data generated are more likely to represent the true biological status of the tested genes at the time of sampling (Pfaffl, 2004; Bustin et al., 2009).
 
Link to media:
• Summary of qPCR normalisation 
• Relative Expression Software Tool http://REST.gene-quantification.info/ 
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Conclusion
The quantification strategy used for a reliable mRNA or microRNA transcript measurement should be designed according to the biological question. To be authentic, trustworthy and MIQE compliant, the applied quantification strategies must be highly optimized and precisely validated. In the recent years numerous software tools have been released which standardise the quantification process and make the results more reproducible (summarized and discussed in Pabinger et al., 2014). The ultimate aim is to decrease the intra-lab variability between runs, assays and applied SOPs. Also the standardisation and comparability between real-time RT-PCR platforms, analysis software tools, and between different laboratories worldwide is favoured. Therefore sharing protocols, technical and practical achievements and improvements will help to improve gene quantification workflow and spread the MIQE concept.
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RNA quality control
Gene expression methods, such as quantitative real-time PCR (RT-qPCR), DNA microarrays and transcriptome sequencing, are techniques used to evaluate the activity of genes through determination of RNA transcript levels. Experiments are reliant on RNA extraction and subsequent analysis, with the resulting data reflecting a snapshot of gene expression at the moment of RNA extraction. 
Meaningful gene expression analysis can only be obtained if the quality of the RNA sample is controlled. Important features contributing to RNA quality include:
	RNA concentration
	RNA purity
	RNA integrity

 
RNA concentration
For gene expression experiments, it is important to know the concentration of the starting material. Best practice dictates that equivalent sample amounts are used when comparing the results from different input samples. Furthermore, determining the concentration of the starting material allows for optimization of subsequent experimental steps.
 
RNA purity
Samples can be contaminated with proteins, genomic DNA or other organic compounds. This contamination may affect the ability to quantify the RNA. The extent of interference from the contamination will depend on the selected quantification method. Certain extraction kit buffers can have a negative effect on RNA quantification of high sensitivity assays due to high salt concentrations (Agilent Technologies, 2004). In addition, downstream applications and the relevance of their results may also be affected by such contamination. Contaminants in samples - genomic DNA, DNA binding proteins, phenolic compounds, or exogenous particles introduced during RNA extraction, e.g. powder from gloves - have been shown to inhibit downstream processing steps, such as reverse transcription and PCR amplification (Wilson, 1997). 
 
RNA integrity
In contrast to DNA, RNA is a relatively unstable molecule. Therefore, RNA integrity is a crucial part of the overall quality of the RNA sample. The instability of the RNA sample is a consequence of the basic structure of RNA molecules. Like DNA, RNA is a polymer chain that is assembled from nucleotides. However, in contrast to DNA, the polymer backbone is composed of ribose rather than deoxyribose. Ribose carries a hydroxyl group attached to the pentose ring in the 2' position. These hydroxyl groups are more prone to non-enzymatic, alkaline hydrolysis, even in aqueous solutions at neutral pH. The 2'-hydroxyl group can react with the adjacent phosphodiester bond to cleave the backbone of the RNA molecule. To avoid hydrolysis, RNA samples have to be carefully stored, either at very low temperatures, precipitated or most preferably, freeze-dried.
Breakdown of RNA can additionally be catalyzed by ribonuclease (RNase). These enzymes are often very stable and widely distributed. RNases are present in cells and regulate the cellular RNA metabolism. Such endogenous RNases must be immediately inactivated upon tissue harvesting and cell lysis to prevent RNA degradation. Other RNases are found in the environment, such as from secretions by the human skin. 
Therefore, it is mandatory to reduce the exposure to environmental RNases through the usage of gloves and RNase-free material.
RNA degradation not only reduces the amount of RNA within the sample, but more importantly degradation is sequence specific. Slightly degraded RNA may bias gene expression results. This bias may result from RNases targeting single-stranded RNA because most RNAs contain self-complementary sequences that allow parts of the RNA to fold and hybridize with itself to form intra-strand double helices, which are partially stable and less prone to enzymatic degradation. In addition, RNases differ in their substrate specificity for certain nucleotides or sequences. Several studies have clearly shown that the initial integrity of the starting RNA material significantly affects the results of downstream applications, see Interactive 3.1 (Auer et al., 2003; Imbeaud et al., 2005; Fleige et al., 2006; Müller, 2008).
In addition to optimal RNA quality, it is critical to ensure that each stage of the experimental process is optimized to produce reliable RT-qPCR data. All prior and subsequent steps require validation, including primer design, PCR efficiency testing, linear dynamic range, limit of detection, and precision are all important considerations for a successful RT-qPCR experiment.
 
MIQE guidelines
Original publication: MIQE guidelines
In order to compare gene expression data, it is essential to use reliable standardized methods, including methods for quality control. The ultimate goal is to establish recording and reporting standards for gene expression data. One example of this effort is the ‘Minimum Information About a Microarray Experiment’ (MIAME) (Brazma et al., 2001). These guidelines describe the minimum information required to ensure microarray data can be easily interpreted and results can be independently verified. Similarly, the MIQE (Minimum Information for publication of Quantitative real-time PCR Experiments) guidelines are setting standards for RT-qPCR by describing the minimum information required to objectively evaluate robustness of a given RT-qPCR experiment. Both approaches emphasize the strong need for reliable RNA quality control, as the quality of the extracted RNA as starting material is a major concern for successful gene expression studies. MIQE stresses that the experimental data presented should also include information about instrumentation, methodology of RNA extraction and the subsequent quantification, purity and integrity of the RNA sample, as well as other essential information about experimental conditions and assay characteristics. This increased level of experimental information and transparency not only helps in producing more reliable gene expression data, but also allows standardization of experiments between different laboratories ensuring that data can be reproduced consistently. 
Precautions to ensure high quality RNA samples are described above, but since sampling techniques, sample storage and treatment, as well as RNA extraction procedures can vary significantly, it is essential that a reliable method is used for the analysis of starting material. The MIQE guidelines recommend determining the quality of extracted total RNA to ensure reliable and consistent data from RT-qPCR experiments. 
 
Recommendations to ensure high quality RNA 
• Avoid RNAse contamination 
−	Wear gloves at all times and change frequently
−	Use RNAse free tubes, tips, water, and reagents
−	Use an "RNase-free location" with dedicated equipment for RNA extraction
−	Separate pre-PCR and post-PCR location 
 
• Decrease tissue sampling time to a minimum
−	Rapidly freeze samples after harvest in liquid nitrogen
−	Add disrupting lysis buffer
−	Add RNA Stabilization Solution
 
• RNA extraction
−	Make sure tissue is frozen during lysis
−	Use RNAse inhibitors
 
• Use appropriate storage conditions
−	Stable for 1 year in aqueous solution at -20°C
−	Long-term storage as salt/alcohol precipitate at -80°C
−	Consider RNA inhibitors for storage
−	Avoid freeze-thaw cycles
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Methods for RNA quality control
RNA quality control can be performed using widely different approaches, which differ significantly in their suitability for this task. For example, it has been demonstrated that results vary significantly if the same samples are quantified using different methods. This is because certain approaches cannot discriminate RNA from other sample contaminants, such as genomic DNA and phenol (Lightfood, 2002). Therefore, it is essential to choose one specific protocol for RNA quality control and use this approach for all samples within a given experiment.
Overview of RNA quality control methods
 		Spectro-photometer
	Fluorescent 
dye detection
	Agarose Gel Electrophoresis
	Capillary Electrophoresis
	3´:5´ integrity assay

	Concentration
	X
	X
		X
	
	Purity
	  X 1
		  X 2
	   X 2
	
	Integrity
			X
	X
	X


X suggested method according to the MIQE guidelines
1  Determination of impurities including proteins, DNA or organics
2  Detection of contaminating DNA
 
Spectrophotometer
Total RNA can be quantified using a spectrophotometer by taking advantage of the strong adsorption of UV light by nucleic acids. Unfortunately, this UV-spectroscopic method does not discriminate between different types of nucleic acids, therefore contaminants – most commonly, genomic DNA - can significantly skew any results. For more precise RNA quantification, contaminating DNA must be removed by a DNase. Free nucleic acids can also contribute to increased absorption at 260nm, so further purification of the total RNA after DNase treatment may be required.
In addition to quantification, the purity of a total RNA sample can be determined by measuring the absorbance at 260 and 280 nm (A260/280), as well as 230 and 260 nm (A230/260). The ratio of absorbance at 260 and 280 nm can indicate protein or phenol contamination. Pure total RNA has an A260/280 ratio of 2, but ratios greater than 1.8 are usually considered an acceptable indicator of RNA purity (Sambrook et al., 1989; Manchester, 1996). The absorbance of RNA at 260 nm is not dependent on the pH of the solution. However, some typical contaminants, such as protein or phenol, have an absorbance at 280 nm that is pH-dependent. This means that the A260/A280 ratio will vary depending on the pH of the solution. Besides pH, the A260/A280 ratio is also susceptible to the ionic strength of the sample solution. Therefore, it is important to only compare results from samples measured in the same buffer and to use exactly the same buffer to dilute the samples and use as the blank. MIQE guidelines recommend measuring the A260/280 ratio in a buffer at neutral pH.
Less frequently, the ratio of absorbances at 230 and 260 nm is used to indicate residual contamination by organic compounds. Typical sources of contaminations that adsorb at 230 nm are proteins, chaotropic salts, like guanidinium isothiocyanate, and phenol. These contaminations are either already present in the tissue sample or are introduced through the lysis solution.
UV spectroscopy is the most widely used method to quantitate total RNA due to its simplicity, and with UV spectrophotometers available in most laboratories. However, this method has several drawbacks, as described above. In addition, conventional spectrophotometers use cuvettes which often require a significant amount of potentially precious RNA sample for analysis. To address this need, spectrophotometers have been developed which require very low sample volumes, typically 1 to 2 µL. Another weakness is the limited sensitivity range of UV spectroscopy, which may result in unreliable measurements of experimentally relevant RNA samples of low abundance.
In summary, UV spectroscopy may be suitable for the determination of total RNA quantity and purity; however, this method cannot provide any information on RNA integrity.
Fluorescent dye based assays
An alternative and highly sensitive method to assess RNA concentration is to measure the fluorescence intensity of dyes that bind to RNA and selectively fluoresce when bound, for example RiboGreen® (Jones et al., 1998). The stained samples can be quantified with a fluorimeter, either in cuvettes or microplates. This method may also be combined with a quantitative PCR system that has an integrated sample fluorescence detection function. 
Contaminating genomic DNA can affect the results, so for more exact RNA quantification the removal of contaminating DNA with DNase treatment is necessary. Furthermore, fluorescent-dye-based total RNA quantification only measures polymeric nucleic acids and will not detect contaminating proteins and free ribonucleotides. This sensitive method is useful for samples with very low RNA abundance. It also allows for more automated and higher throughput measurements. Fluorescence based assays are recommended by the MIQE guidelines for RNA quantitation. However, it is only suitable for total RNA quantification, and will not provide information on RNA purity and integrity.
 
 
3´:5´ integrity assay
A 3´:5´ assay using GAPDH as the target sequence has been proposed as an alternative measure of mRNA integrity (Nolan et al., 2006). GAPDH mRNA is converted to oligo-dT primed cDNA in three individual qPCR assays with target amplicons for the 5´ end, middle and 3´end regions of the GAPDH mRNA sequence. The described triplex assay is performed using TaqMan® chemistry with each amplicon detected by a target-specific, differentially labelled probe. The “3’:5’ ratio” describes the comparison of the signal intensity from the 3' probe over the 5' probe. This value reflects the integrity of the mRNA template as the generation of cDNA by the reverse transcriptase would be prematurely terminated if the mRNA is degraded. A 3´:5´ ratio of around 1 indicates high mRNA integrity, whereas a value greater than 5 suggests mRNA degradation. 
The 3´:5´ assay measures the integrity of the GAPDH mRNA as a representative of the integrity of all mRNAs present in an RNA sample. The data obtained is independent of ribosomal RNA integrity and provides a quantifiable measure of mRNA degradation. This assay is particularly applicable for analysis of precious samples when little RNA is available. However, since different mRNAs degrade at different rates, the degradation of one reference mRNA may not always reflect the overall mRNA integrity. 
Agarose Gel Electrophoresis
Agarose gel electrophoresis is widely used for qualitative analysis of nucleic acid fragments. It is a gel-based technique offering a broad separation range of nucleic acid molecules based on size and charge. During RNA electrophoresis, negatively-charged RNA migrates through the gel towards the anode. Simplistically, the length of a RNA molecule determines its migration time. However, secondary structure formation of RNA, via intra-molecular base pairing, may delay migration, therefore, it is recommended to perform RNA electrophoresis under denaturing conditions. 
For detection, RNA within the gel is stained with ethidium bromide or a highly sensitive fluorescent dye (e.g. SYBR® Green II or SYBR® Gold). These intercalating dyes fluoresce when exposed to light. Ethidium bromide is a potential mutagen, carcinogen, and teratogen requiring safety precautions and disposals hazardous waste. SYBR®-based dyes are more sensitive and less harmful alternatives to ethidium bromide. The stained gels are viewed with a transilluminator. A transilluminator system may also include image capture devices, such as a digital or Polaroid camera, that allow an image of the gel to be taken or printed for further analysis using specific gel analysis software.
Total RNA separated on an agarose gel demonstrates characteristic species-specific patterns of bands (Interactive 3.2). Typically, in eukaryotes, two major bands comprising the 28S and 18S ribosomal RNA (rRNA) are detected. Smaller RNA species can be observed, depending on the extraction method. Total RNA was considered of high quality when the 28S: 18S rRNA ratio equalled 2 or higher (Sambrook et al., 1989). However, this approach relied on manual interpretation of gel images, a subjective method of calculation suspect to human error and made comparing samples from one lab to another a challenge. Furthermore, many studies found ribosomal ratios showed only weak correlation with RNA integrity (Imbeaud et al., 2005; Miller et al., 2004). 
Agarose gel electrophoresis is relatively inexpensive, easily accessible and provides a visual inspection of the total RNA. However, the MIQE guidelines do not recommend the use of agarose gel electrophoresis due to the lack of standardization and objectivity. In addition, agarose gel electrophoresis requires significant amounts of precious RNA sample, involves the handling of hazardous chemicals, and does not provide RNA quantification.
Automated Electrophoresis
Microcapillary electrophoresis can be used to separate, size and quantify RNA samples (Müller et al., 2000). The Agilent 2100 Bioanalyzer system was the first microcapillary platform available for RNA quality control utilizing on-chip electrophoresis. In contrast to classical gel electrophoresis, this format significantly reduced separation time, as well as reagent and sample consumption. During chip preparation, an interconnected network of micro-channels is filled with sieving polymer and fluorescence dye. After RNA samples and ladder are loaded, an electric field is applied to the micro-channels with electrophoresis performed in an automated and reproducible manner (Movie 3.1). 
 
Internal markers in the ladder and sample wells are used to align the data to compensate for possible drift effects. Various RNA species – such as individual ribosomal subunits (5S, 18S and 28S), tRNA, mRNA and fragmented RNAs – may be separated and visualized (Interactive 3.3).
 
Electrophoretic traces reveal that progressing RNA degradation results in diminished signal intensities for the 28S and 18S ribosomal bands, in conjunction with an increase of shorter fragments, i.e. elevated baseline noise between the two ribosomal bands and below the 18S band (Interactive 3.4). 
 
In addition to integrity assessment, the RNA assays for the Agilent 2100 Bioanalyzer system have an additional capacity to detect contaminating DNA, such as partially sheared genomic DNA (Abbaszade et al., 2003; Caruana et al., 2004). 
The Agilent 2100 Bioanalyzer system has become widely adopted (see publication list), particularly for gene expression profiling platforms, as a convenient and objective way of assessing the quantity and integrity of RNA. As such, this approach is fully concordant with MIQE guidelines and often recommended for total RNA quality control. 
 
In order to achieve higher sample throughput, by allowing for more automation with less hands-on preparation, other platforms use multi-parallel capillary systems for capillary electrophoresis. In addition, increased flexibility, in terms of sample-throughput scalability, can be offered by platforms which utilize prefilled multi-lane gels (Interactive 3.5). The Agilent 2200 TapeStation system and the respective ScreenTape assays provide an automated individual channel electrophoresis technology, facilitating variable sample throughput. 
 
Thus, capillary electrophoresis can provide analysis of RNA integrity and concentration, as well as determination of DNA contamination in a single step, with various degrees of automation depending on the system chosen. In addition, capillary electrophoresis systems all provide digital data output, allowing for greater consistency and removing the subjective interpretation of results by individuals. 
Numerical assessment of the integrity of RNA 
By taking advantage of the digital data obtained with the Agilent 2100 Bioanalyzer system, an objective, numerical measure of RNA quality and integrity was developed for eukaryotic total RNA (Schröder et al., 2006). The ‘RNA Integrity Number` (RIN) algorithm of the 2100 Expert software processes the digital data based on the acquired raw data and calculates RIN. The underlying algorithm ranks features extracted from electrophoretic traces according to their information (Interactive 3.6). The information content of 1300 eukaryotic RNA samples was used to train and select a prediction model on the basis of an adaptive learning tool (Müller et al., 2004). Using this tool, sample integrity is no longer determined by the ratio of the ribosomal bands, but by the entire electrophoretic trace of the RNA sample, including the fraction of the area in the region of 18S and 28S rRNA, the height of the 28S peak, the presence or absence of RNA degradation products, the fast area ratio and marker height. A RIN value of 10 indicates that the tested RNA sample is fully intact, and not degraded or fragmented. A RIN value of 1 represents a sample that is fully degraded. The assigned RIN is independent of sample concentration, instrument and analyst, thereby becoming a real standard for RNA integrity. 
 
 
Specific RIN requirements and threshold levels for successful respective downstream application have been reported by various investigators for different organisms and specific sample types. Some examples include: Fleige et al., 2006 demonstrated that RT-qPCR performance is affected by RNA integrity, whereas PCR efficiency is generally not affected. For their downstream applications using mammalian tissues, a RIN greater than 5 is considered as good total RNA quality and a RIN greater than 8 as intact total RNA. Ribeiro-Silva et al., 2007 showed that RNA isolated from ten year old formalin-fixed paraffin-embedded (FFPE) tissues yielded RNA integrity values similar to extracts from months-old samples. These investigators found a minimum RIN value of 1.4 from FFPE samples was sufficient for successful execution of their downstream RT-qPCR tests. For bacterial RNA, Jahn et al., 2008 reported that RIN values below 7 resulted in high variation and loss of statistical significance when gene expression was analyzed by RT-qPCR. As evidenced by the variety of thresholds for different applications, it is critical for investigators to determine the RIN thresholds for their particular sample type and downstream experimental methods.
The RNA Integrity Database (RINdb) is a freely accessible repository holding hundreds of user submitted total RNA traces. The RINdb allows viewing "normal" total RNA profiles for different tissue types, and comparing the effects of using different RNA extraction methods and kits. 
An alternative to RIN is the RIN equivalent (RINe) obtained with the Agilent 2200 TapeStation system.  RINe  provides an accurate and objective assessment of total RNA degradation, giving comparable values to RIN (Wilkes et al., 2010; Agilent Technologies, 2011; Padmanaban 2012; Connelly et al., 2013).
Meanwhile, similar to RIN and RINe, other numerical assessments of the integrity of RNA have been developed, emphasizing the importance and increased interest for standardization (Vermeulen et al., 2011) as highlighted by the MIQE guidelines.
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Quality control of miRNA
The determination of RNA quality should also be routinely applied to other applications, such as microRNA (miRNA) expression profiling. Conventional photometric methods are not suitable to determine the concentration of these short, non-coding regulatory RNA molecules. The Agilent 2100 Bioanalyzer system allows for the selective determination of the concentration of miRNA and small RNAs up to 150 nucleotides (Interactive 3.7) (Becker et al., 2010; Tissot, 2008). It is important to understand that RNA extraction methods retain miRNA and small RNA fractions. As miRNA and small RNA migrate similar to degraded total RNA high concentration of these species may thus yield lower-than-expected RIN values (Becker et al., 2010). Determination of RIN thresholds may need to be adjusted for specific extraction methods. Ibberson et al., 2009 reported to use totalRNA samples with a RIN equal to or above 7 for the specific profiling of miRNAs.
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Introduction
History and general description of Reverse Transcriptases
Reverse transcription is the copying of an RNA template into a complementary DNA, or cDNA, by an RNA-directed DNA polymerase. Reverse transcriptases, or RTs, were initially discovered in RNA tumor viruses in independent investigations by Howard Temin at the University of Wisconsin and David Baltimore at the Massachusetts Institute of Technology (Temin and Mizutani, 1970; Baltimore, 1070). The concept of a DNA polymerase capable of recognizing RNA templates was initially controversial as it upended the “central dogma” of the day that molecular biological information flowed in one direction only: DNA to RNA to protein. In the years since, the central role of reverse transcription in RNA biology has become universally recognized and reverse transcriptase (RT) is an indispensable component in the enzymatic “tool box” used by virtually all researchers studying RNA.
In addition to its RNA-dependent DNA polymerase activity, which is primer-dependent and requires a magnesium or manganese cofactor, RT enzymes have other features of importance to researchers. These include DNA-dependent DNA polymerase activity and RNase H activity which degrades the RNA component of RNA:DNA hybrids. Unlike typical DNA polymerases, RTs lack a proofreading function. Their presence in PCR experiments can inhibit Taq polymerases functionality in the reaction, leading to inaccurate results. 
 
Types of Reverse Transcriptases
The most commonly used commercially available RTs come from avian myoblastosis virus (AMV) and Maloney Murine leukemia virus (M-MLV).   
AMV RT is composed of two subunits and requires six 10 mM divalent cations for optimal activity. Relative to other types of RT, it is more processive and has a higher optimal activity temperature range (42 to 48°C), making it more suitable for reverse transcribing RNAs with strong secondary structure. However, AMV RT has relatively high RNase H activity, making it less useful for synthesizing long transcripts. In contrast M-MLV RT is composed of a single subunit and has lower RNase H activity. Because of these properties, M-MLV RT is frequently used for longer transcripts. M-MLV RT has an optimal activity temperature of 37°C. A number of M-MLV variants are available, including RNase H- point mutants that are more thermostable and ideal for difficult templates.  
‘Choosing the Right Reverse Transcriptase’  
Another commercially available RT-like enzyme is Tth polymerase, a thermostable enzyme that functions as an RNA-dependent DNA polymerase in the presence of manganese, but as a DNA-dependent DNA polymerase in the presence of magnesium.
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Applications and uses
Workflows
Reverse transcription can be used to create cDNA suitable for a variety of downstream applications.  
Webminar: The Hows and Whys of Early Steps in RNA Analysis
 
RNA workflows (Figure 1) invariably require that RNA be isolated, or separated, from a sample type or matrix. Typically, the quantity and/or quality of the RNA sample is assessed prior to the setup of downstream analysis. We focus here on workflows where RNA is reverse transcribed to cDNA for further downstream analysis or processing. cDNA may feed into any number of downstream processing or analysis steps including end-point or real-time PCR, expression microarray analysis, next-generation sequencing (RNA-seq) or cloning. In some cases, reverse transcription and real-time PCR will be combined in a single reaction mixture which is referred to as one-step RT-qPCR. When reverse transcription and real-time PCR occur in separate reactions, the protocol is known as two-step RT-qPCR.
 
Two-step RT–qPCR starts with heat denaturing the RNA template in the presence of primers. Reverse transcriptase buffers, dNTPs and RNase inhibitors are added to the reaction, which is then incubated at 25°C to allow primers to anneal to the RNA template. Finally, the reaction is incubated at 37o to 42o, depending on the RT enzyme used, to facilitate cDNA synthesis. Priming of reverse transcription in two-step RT-qPCR workflows is typically performed with either oligo(dT) or random primers. Oligo(dT) will prime synthesis of cDNA from all polyadenylated messenger RNA molecules in an RNA pool. However, since this priming starts at the 3’end of the transcript, it is possible that amplicon sequences closer to the 5’ end of the transcript will be under-represented in the cDNA pool, because not all cDNAs will be full length. In contrast, use of random primers, typically hexamers, can theoretically facilitate synthesis of cDNAs representing all components in an RNA pool. This approach is less sensitive to RNA integrity or transcript length concerns. Following reverse transcription cDNA is then used as input for PCR or quantitative PCR (qPCR) applications.
This two-step process is preferred when a pool of cDNA is desired for the study of multiple transcripts via PCR or qPCR.
In the one step RT-qPCR approach, reverse transcription and qPCR amplification of target sequences are performed in the same reaction well or vessel. Instead of random hexamer or oligo(dT) primers target-specific primers are used for both reverse transcription and PCR. 
One -step RT-qPCR requires less sample relative to the two-step method. Further, variance among any technical replicates can be used to assess the combined variability of both enzymatic steps. For these and other reasons one- step RT- qPCR is frequently used for quantification and quality control of RNA. A possible drawback to the one-step approach is that primer design may be more complicated because primers must function both at reverse transcription and PCR temperatures.
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Considerations
RT-PCR First–strand cDNA synthesis
 
Protocol  for Reverse Transcription 
Reverse transcription is the starting point for other workflows such as creation of cDNA libraries, microarray analysis or RNA-seq. For RNA-seq applications, novel cDNA synthesis strategies may be employed, depending on which RNA population is the target of study.  
 
Ideally, every RNA or mRNA molecule targeted for transcription will be converted into one cDNA molecule or, at the least, all target RNAs will be transcribed with the same efficiency. However, variability in RT efficiency, whether due to RNA sample quality, primer design, choice of RT enzyme, or other factors, can affect the degree to which the population cDNAs produced represents the distribution of RNA molecules in the sample. Variation in RT efficiency is a greatly under-appreciated factor in overall results quality (Bustin et al., 2015) with implications extending to large numbers of published gene expression studies. This reinforces the necessity of being rigorous in the recording and reporting of key experimental parameters, such as sample, nucleic acid extraction, and reverse transcription details, as outlined in the MIQE guidelines so that the validity RT-qPCR results can be properly interpreted.
 
Parameters for Successful Reverse Transcription
 
RNA quality has a profound impact on downstream results (Vermeulen, et al., 2011) and factors influencing sample quality are critical for the overall success of reverse transcription-based workflows.  
 
RNA Purification and Purity
There are a number of parameters to consider when choosing an RNA extraction method, but ideally RNA samples should be free of contaminating proteins, such as nucleases, that may interfere with cDNA synthesis and downstream applications. Yield may be a primary consideration, however efficient removal of genomic DNA (gDNA) may be equally important. A purification method which generates large quantities of RNA but is inefficient at removing gDNA may not offer a real advantage over a method with lower yield but higher purity. This is particularly true in RT-qPCR applications, given that qPCR detects molecules across a 106 fold or greater range. Even low amounts of gDNA contamination can cause variability in qPCR results, while high amounts of gDNA contamination can cause outright quantitation errors. 
One way to reduce concerns about gDNA contamination is to include a DNase step in the RNA isolation method. A DNase treatment step can be added at the end of any method. In addition, a no-reverse transcriptase control (no RT) should be used to determine whether gDNA is present in the RNA sample. Amplification products from “no RT” controls are due to the presence of gDNA, and indicatethat a similar quantity of gDNA is also present in the experimental samples. Genomic DNA contamination can lead to false positives in RT-PCR analysis. Removing gDNA by DNase treatment during or immediately after RNA isolation can improve PCR results.
RNA purity and quantity are typically assessed by absorbance measurements. Absorbance at 260nm (A260) is used to determine RNA quantity, and the ratio of absorbance at 260nm and 280 nm (A260/A280) is used as a measure of purity. High purity RNA should have an A260/280 ratio >1.8. Spiking experiments, in which RNA of unknown purity is added to an RT-qPCR that has amplified consistently in the past, can be used to detect inhibitors. Finally, quantifying RNA will help normalize the quantity of RNA you are adding to each reaction. Specialized instrumentation, such as the Promega Quantus® used with the QuantiFluor® RNA System, can streamline the absorbance-based determination of RNA concentration in samples. 
 
 
RNA integrity
The intactness, or integrity, of an RNA sample is critical for many downstream applications. An important feature of intact eukaryotic RNA is the presence of both 28S and 18S ribosomal RNA (rRNA) subunits (Figure 3). The presence of these bands and overall RNA quality may be assessed by agarose gel electrophoresis and other methods. 
Ideally, the 28S band should be nearly twice as bright as the 18S band when visualized on an agarose gel although roughly equal brightness indicates RNA of sufficiently high quality for most applications. Other parameters indicative of RNA quality that can be evaluated using agarose gel electrophoresis include the presence of a high molecular weight band, which can indicate contaminating gDNA, the presence of a low molecular weight smear, which is a sign of RNA degradation, and the visible smearing of the rRNA bands, which also indicates RNA degradation.
A more objective way of determining RNA quality is to use the Agilent BioAnalzyer, a microfluidics-based system which performs an electrophoretic analysis of samples to produce an electropherogram that reveals the relative abundance of RNA components, such as the 28S and 18S RNA, and degradation products. 
Bioanalyzer Application ‘RNA Integrity Number (RIN) – Standardization of RNA Quality Control
 
More information on Methods for RNA Quality Assesment
 
The instrument software uses these relative quantities to calculate an RNA Integrity Number (RIN) which may vary from 1 to 10. RIN scores of 8 and above indicate RNA of high quality suitable for most applications. Lower RIN values are indicative of RNA that is degraded and may or may not be suitable for analysis, depending on experiment. For instance, detection of rare messages may be problematic with RNA with a RIN =7 or lower. 
RNA degradation concerns can be minimized by following procedures for creating and maintaining a ribonuclease‐free (RNase‐free) environment (Blumberg, 1987). Use of an RNase inhibitor (e.g., Recombinant RNasin® Ribonuclease Inhibitor) is strongly recommended.
 
Don’t Let RNases Ruin Your Week(end): Establish a Ribonuclease-Free Environment 
 
RT Primers
cDNA synthesis typically involves use of one of three types of primers: Oligo(dT), Random Hexamers or Gene-Specific Primers Oligo(dT) primers anneal specifically to the poly(A) portion (3´-end) of mRNA molecules.Random Hexamers, which are short oligonucleotides of random sequence, may be preferred for transcripts that are long (>4kb) or lack a poly(A) tail such as the case with prokaryotic mRNA. These can prime reverse transcription at multiple points along the transcript, and for this reason, they are useful for long mRNAs and transcripts with significant secondary structure. Typically 6-mers are used but use of 8- or 9-mers may facilitate synthesis of longer cDNAs since they hybridize less frequently.  Gene-specific primers often are used in one-step (coupled) RT-PCR. These enhance sensitivity by directing all RT activity to a specific message as opposed to transcribing the entire RNA.
For RT-qPCR applications where the length of the target amplicon is about 100bp or less, using higher concentrations of random primers may be advantageous. You will have a higher probability of a priming event at the 3´ end of the mRNA, a greater chance of multiple cDNAs produced from each transcript and a higher probability of priming rare transcripts. Regardless of primer choice, the final primer concentration should be optimized. Design of primers spanning intron or intron-exon boundaries can insure that cDNAs are synthesized from spliced mRNA sequences and not the parent gene sequence in the gDNA.
Primers with modifications such as biotinylation or addition of sequence tags to the 5´ end may be useful in purification and/or analysis of cDNAs synthesized from specific sense or anti-sense template strands (Haist et al., 2015; Kawakami et al., 2011; Feng et al., 2012). Such strategies can be a powerful tool in studying bi-directional mRNA synthesis in eukaryotic cells.
 
Secondary Structure of RNA
RNA molecules have secondary structures that can affect transcription, and high GC content can reduce the efficiency of reverse transcription. High-temperature denaturation before transcription or synthesis at temperatures higher than those used in standard RT reactions, may be beneficial with difficult templates. Difficulty in separating double stranded structures can be overcome by five-minute denaturation at 65°C, which relaxes the RNA. RT enzymes that are efficient at moving through secondary structures and GC-rich elements at standard temperatures (37–42°C) are commercially available. 
 
 
cDNA quantification by qPCR
Heat inactivating the reverse transcription reaction following cDNA synthesis is highly recommended. After RT inactivation, either proceed directly to target-specific quantitative analysis of the cDNA by qPCR or freeze the inactivated reactions for storage until they are needed. qPCR reaction mixes typically accommodate the addition of cDNA sample volumes representing up to 20% of the total reaction volume. 
The cDNA may be added directly to the qPCR, as undiluted reverse transcription reaction product, or it may be diluted. The dilution factor must be experimentally determined to be appropriate for the amount of RNA template mass and proportional reverse-transcript representation in the cDNA sample. Quantification of cDNA is critical for success of RT-qPCR workflow. Generally, for cDNA quantitation using the default analysis settings of many real-time instruments, the amount of cDNA used as template should not exceed the quantity that would be obtained by transcribing 100ng of input total RNA. The cDNA generated from highly abundant transcripts can be detected in less than 1pg of total RNA.
In application of all of these principles, the MIQE guidelines provide a basis for insuring that all critical sample quality and experimental design features are appropriately addressed and recorded. 
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Recent Advances
Although reverse transcription has been a mainstream method for many years, innovative approaches and new applications continue to appear. These include improvements associated with use of thermostable reverse transcriptases obtained from novel sources or by screening mutants of mainstream RTs such as M-MLV (Arezi and Hogrefe, 2009;  Mohr et al., 2015). Such polymerases may provide the ability to perform reverse transcription at 50oC or above, which could provide benefits for applications such as RNA-Seq by facilitating synthesis of longer cDNAs. A number of RT mutants are commercially available including M-MLV RTs that lack a functional RNAse H domain, which can add greater stability of the RNA template during reverse transcription. 
Advances have also been made in the application of new technologies, such as Droplet Digital PCR (ddPCR) (Courdray and Neunier, 2015; Racki et al., 2014). Unlike traditional RT-qPCR, RT-ddPCR does not require the use of a standard curve, which makes it an attractive strategy for mitigating the effects of PCR inhibitors. Such inhibitors can have major impacts on standard curves required in typical RT-qPCR analyses. 
Single-cell RNA-Seq is also becoming more prevalent (Saliba et al., 2014).   Generally, the first step in RNA-Seq is to convert the poly(A)+ component of an RNA population to cDNA after which the cDNAs are subjected to next-generation sequencing. Ideally, this RT step will be both efficient and non-biased which may require novel strategies, such as creation of a single-cell cDNA library immobilized on beads (Huang, et al., 2013).
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Conclusion
Reverse transcription is a critical step in RT-qPCR and a wide range of other applications performed routinely in laboratories around the world. However, despite its centrality in molecular biology research, the critical nature of the RT step as a factor determining the overall quality and validity of results may be underappreciated. RNA template quality and experimental design details must be carefully considered and performance characteristics such as RT efficiency and extent of RT bias must be clearly understood. The MIQE guidelines – Minimum Information for Publication of Quantitative Real-Time PCR Experiments, provide a framework which, if adhered to, ensures that critical experimental design and performance details are captured.. In addition to guiding individual researchers towards more effective experimentation, the MIQE guidelines foster consistency across laboratories and facilitate appropriate and effective assessment of experimental results reported in the scientific literature. Adherence to these guidelines becomes even more necessary as innovation in the development of new enzymatic tools and novel applications in the field of reverse transcription continues.
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Introduction
Nucleic acid is the class of biomolecules comprised of DNA and RNA (Chargaff and Davidson, 1955). It is considered the original organic compound from which all life originated, and provides the molecular blueprint for every organism on earth.  Genetic information is encoded within a sequence of nucleobases that hydrogen bond of those of a partner strand, interlocking with remarkable precision in the form of a double-helix. The specificity of this base-pairing enables DNA to store, retrieve, and replicate genetic information for which it is best known, but also provides emergent properties that are not so easily predicted.  Nucleic acid catalyzes certain chemical reactions (Hammann and Westhof, 2007) and entwines higher order structures—molecular machines that assemble the building blocks of the cell.  
Oligonucleotides are fragments of DNA that represent critical components for all manner of biological study. A short oligo can selectively bind its complement from within the billions of bases comprising a genome, and this recognition provides the basis for many genetic methods (Saiki et al., 1988).  The sensitivity and specificity of such assays are fundamentally influenced by constituent oligos, and so selecting their sequences requires careful consideration, accompanied by meticulous handling and use.  Most oligos are synthesized chemically, by virtue of an industrial manufacturing process that differs significantly from the research environment in which they will be utilized. It is therefore important to understand the chemical synthesis of oligos to better appreciate their application.
The facile manufacture of short oligo sequences made possible the invention of a remarkable technique for enriching DNA in a test tube: the polymerase chain reaction.  PCR quickly inspired a revolution in molecular biology, allowing for whole genes to be  amplified and then isolated with ease. A subsequent adaptation of this fundamental technique is quantitative PCR (qPCR) where the sequence enrichment is monitored in real-time, and the kinetics of amplification analyzed to gauge the quantity of that sequence prior to the reaction.  Quantitative PCR is a powerful technique for gene expression analysis: measuring the up- or down-regulation of genes based on their transcript levels.  Anything with a genetic element can be revealed through qPCR, including the presence of cancer or infectious disease, and the prevalence thereof.  Commercial processes use PCR to screen for genetic modification within the agricultural industry (Broeders et al., 2012; Mbongolo Mbella et al., 2011) and monitor for spoilage microbes in food production (Hoorfar, 2011; Postollec et al., 2011).  The technique is widespread in medical diagnostics (Mackay et al., 2002; Valones et al., 2009), forensic testing (Huijsmans et al., 2007; Maeda et al., 2010; Vennemann and Koppelkamm, 2010), basic research (Deepak et al., 2007), and even integrated into secondary school science curriculums (Hamilton et al., 2006).  While qPCR testing has become ubiquitous there is little consensus on the design of oligos, and still need for uniform standards to report on the sequences, their modifications, and manufacture. We will explore each of the MIQE oligonucleotide standards (Bustin et al., 2009; Taylor et al., 2010) (Table 4.1) for proper reporting of experimental results, while covering the fundamentals of oligo synthesis and design. 
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Oligonucleotide Manufacture
Oligo Synthesis
Oligos were not always so readily synthesized.  In 1980, the manufacture of a 15-base sequence cost US $9,000 for 100 nmol delivered at 95% purity.  Today this oligo would cost at least 100-fold less.  The fundamental difference is that oligos were originally made using solution-phase chemistry (Khorana, 1968), with many different byproducts generated in unison.  From that milieu the desired product was isolated and enriched.  Modern oligos are now made through solid-phase synthesis, growing strands bound to an immobile support (Figure 4.1).  Computers dispense reagents through a porous matrix representing the site of reaction, and excess reagents are washed through so that the cycle can begin anew. These collective improvements allow for each base to be coupled in series in a much more deterministic fashion.
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Figure 4.1 – Controlled pore glass (CPG) represents a solid support for oligo synthesis.  CPG is created from powdered glass particles (A) that are etched with pores to provide a large surface area for chemical activation (B).  The CPG is then functionalized with the attachment of the first base typically representing the 3’ terminus of the oligo.
 
Each base is incorporated as a phosphoramidite precursor (Figure 4.2), representing the culmination of many important improvements by celebrated chemists like Khorana (Khorana, 1968), Letsinger (Letsinger and Ogilvie, 1969), and Caruthers (Caruthers, et al., 1983).  Nucleoside phosphoramidites differ fundamentally from the dNTPs found in nature but the principle is the same: a reactive precursor ready for incorporation.  Phosphoramidites are responsible for the spectacular efficiency of chemical synthesis but are so reactive they can decompose upon exposure to water.  Oligonucleotide manufacturing is therefore conducted entirely within organic solvents, kept anhydrous through desiccants and discipline.
Figure 4.2 – Phosphoramidites - the Building Blocks for Oligo Synthesis
[image: ]
Deoxyadenosine phosphoramidite, with reactive sites and protecting groups highlighted in purple (shown at left).  After synthesis is complete the remaining protecting groups are removed resulting in the final nucleotide (shown at right).
 
 
The cycle of chemical reactions is also quite different from their enzymatic assembly in vivo, yet the final product is indistinguishable from its natural archetype. 
 
Figure 4.3 – Phosphoramidite Oligo Synthesis
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Diagram of oligo synthesis with the phosphoramidite method, culminating in the addition of a single nucleotide.  The cycle is repeated for each subsequent base.
 
The reaction proceeds through a cycle of four basic steps (Figure 4.3):
(1) Deprotection: The synthesis cycle begins with the removal of the dimethoxytrityl (DMT) protecting group on the nucleotide bound to the solid support, to present a functional site for the next amidite to react.  This DMT group is removed under acidic conditions, typically by treatment with dichloroacetic acid (DCA).  
(2) Condensation: The amidite formulation of the next base is introduced into the reaction vessel and coupled to the deprotected hydroxyl using a tetrazole activator to form a phosphite triester linkage between the two nucleosides.  There will always be a small percentage of bases that are left unconjugated and with a hydroxyl that remains reactive.  During later cycles, coupling an amidite to those residual sites would skip a base and produce an oligo with the wrong sequence. These synthesis errors are known as a deletion sequence (e.g. “N-1 failure”).  
(3) Capping: Any residual nucleotides with free hydroxyls are prevented from further reaction by the addition of an acetyl group.  The majority of oligos that had successfully coupled are already protected by a DMT on the 5’ OH of their newly incorporated nucleoside and so capping leaves them unaffected.
(4) Oxidation: The phosphite triester linkage is oxidized with iodine treatment to convert it to a phosphate and complete the cycle.  This process of adding a single base to the strand proceeds with remarkable efficiency, typically above 99% which is fundamental to achieve longer sequences with minimal truncated byproducts.
(5) Final work-up: After repeating the cycle for each subsequent base, the final oligo still presents an assortment of protecting groups: cyanoethyls on the phosphate linkages and blocking groups on exocyclic amines (Figure 4.2).  These groups are removed through a final deprotection treatment under basic conditions, typically heated ammonia.  A base-labile linkage connects the oligo to the solid support, and so this process simultaneously releases the newly formed oligo into solution.  The finished oligo is eluted from the column and ready for further manipulation (Blackburn, 2006; Kates and Albericio, 2000).
The development of oligonucleotide synthesis chemistry and its subsequent automation played a pivotal role in the invention of PCR. In the early 1980's Biosearch, Inc. developed an instrument with microprocessor-controlled reaction vessels representing a seminal DNA synthesizer—the first commercially successful model instrumentation.  Kary Mullis used that very synthesizer in 1983 to produce his first oligo primers, and demonstrate a concept he called the polymerase chain reaction (Figure 4.4).  For that invention he was later given the Nobel Prize in 1993, and acknowledged the contribution of Biosearch’s device in his acceptance speech (Mullis, 1994). Every PCR reaction requires primers, and so oligos became critical components for all manner of investigations into the genome.  Recombinant DNA technology, genome sequencing, and molecular diagnostics were all made practical through synthetic oligos and PCR.
Figure 4.4 – The beginnings of PCR
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Picture of Kary Mullis accepting the Nobel Prize in 1993 for the invention of PCR (left).  Shown on the right is the first commercial DNA synthesizer, Biosearch’s SAM I, which Mullis used to produce the first PCR primers.  Mullis later autographed one of these original devices which resides at Biosearch’s headquarters in Northern California.     
Dedicated synthesis facilities now have robotic platforms fed by process piping to rapidly produce oligos with little need for human intervention (Figure 4.5).  Industrial DNA synthesis allows a researcher to receive novel oligo sequences of their own design, all within a manner of days.  However, with the convenience of commerce in the Internet Age, there is risk of overlooking the principles of their chemical synthesis, those that dictate fundamental limitations and also an enormous range of possibilities. 
 
Figure 4.5 – Modern DNA Synthesis Facility
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Image of a modern oligonucleotide processing plant.  The image shown here displays the process piping that delivers to many automated synthesizers the phosphoramidite formulations of the standard bases (A, T, C and G) as well as the ancillary reagents, for a highly efficient manufacturing process. 
 
A synthesized oligo of 15 bases has over a billion possible sequences when composed of the standard A, T, G, and C.  The possibilities are not limited to the four canonical nucleotides, but include other natural nucleotides like uracil and artificial bases with unusual hydrogen bonding like isoguanine.  Modifications entirely unrelated to nucleic acid are also incorporated directly into the oligo strand: fluorophores, linkages, and other moieties that impart novel properties far beyond its behavior as a biomolecule (Figures 4.6 - 4.8).  These labels may also be formulated as phosphoramidites for automated incorporation during oligo synthesis.
Figure 4.6 – Fluorescein (FAM)
[image: ]
Fluorescein amidite (FAM) is shown at left with pivaloyl groups protecting reactive hydroxyls on the chromophore.  Conjugation and deprotection reveals the final fluorescent label, at right, as an oligo modification on the 5’ terminus.  Fluorescein represents the quintessential reporter for all manner of genetic methods including sequencing, fragment analysis, and qPCR.
Figure 4.7 – Longer Wavelength Fluorescent Modifications
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Other reporters for oligo conjugation include xanthene-based fluorophores like CAL Fluor® Red 610, and cyanine-based fluorophores like Quasar® 670. They can be used in combination with FAM and yet detected independently, since they emit maximally at different wavelengths designated by their titles.
 
 
Figure 4.8 – Additional Examples of Oligo Modifications
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Oligo modifications are not limited to fluorophores.  Top-Left: The Black Hole Quencher®-1 Dye is a chromophore designed to extinguish the signal from a reporter such as FAM.  Top-Right: A short aliphatic “spacer” is designed to disrupt the sugar-phosphate backbone. Bottom-Left: A tetrahydrofuran linkage represents deoxyribose without a base moiety.  Bottom-Right: A biotin modification, often used as an affinity label to bind streptavidin-coated beads or solid supports.
 
Each modification changes the oligo behavior in a predictable way.  Multiple modifications are designed to interact with each other when tethered through the same strand.  They are used to report on molecular interactions like binding events or changes in conformation – producing a signal that is measureable on a macroscopic scale (Figure 4.6 and 4.7). The wealth of potential modifications gives rise to oligo constructs suited for a range of molecular applications (Figure 4.8). Modern oligos are thus an artifice, emerging from computer-controlled reactors rather than a living cell, and the iconic double-helix is transforming into something much more.
Oligo Purification
The chemical synthesis of oligos yields a crude product containing impurities and truncated oligos that are a natural byproduct of the manufacturing process.  Different contaminants potentially affect functionality depending on the oligo type and application. In particular, the longer the oligo, the higher proportion of failure sequences that contaminate the prep. All else being equal, a 100-mer with a cycle efficiency of 99.5% is only 60% pure (0.995 raised to the power of 99), while a shorter 20 base oligo would be closer to 90% pure (0.99519) (Figure 4.9).
 
Figure 4.9 – Oligonucleotide Synthesis Efficiency 
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Assuming a coupling efficiency of 99.5% efficiency per reaction cycle, the purity of the final product will decrease with increasing sequence length.  Purification is necessary to enrich the full-length product.
 
For typical PCR primers 15-25 bases in length, the truncated oligos may not affect the overall PCR performance as they comprise a small fraction of the finished product.  Oligos for use in medical diagnostics require optimal purity to ensure minimal variation in manufacture, irrespective of the functional impact of contaminating byproducts.  Modified oligos introduce new categories of contaminants into the production process: fluorescent-labeled oligos can have residual fluorophore left unconjugated that would elevate the background signal in the assay (Figure 4.10) (Yeung et al., 2004).  Chromophores and other modifications are naturally sensitive to the conditions of DNA synthesis and so their degradation products must be removed.  Considering the potential impact to oligo functionality, it is very prudent to report in publications the purification regime used in the manufacture of each oligo.  Common purification methods are as follows: 
Salt-free – Desalting is done to remove excess ammonium ions (if any) and the free protecting groups now in the form of organic salts.  However, some cations must remain coordinated to the negatively-charged phosphates in the oligo.  Certain applications might require salt exchange to replace with another counter-ion like Na+.  This process will not remove aberrant sequences generated during manufacture and so the product remains unpurified (crude).
Reverse Phase Cartridge (RPC) – This method of purification is appropriate for unlabeled oligonucleotides, such as standard qPCR primers.  The principle of reverse phase chromatography is used to bind the full-length product to the cartridge, which has a hydrophobic affinity through its terminal DMT protecting group left attached.  Truncated sequences that do not present this moiety are eluted through, after which the DMT group on the desired product is removed.
Reverse Phase HPLC (RP-HPLC) – Reverse phase high-performance liquid chromatography also separates the synthesis products according to their hydrophobic affinity.  This purification method is well-suited for fluorescent-labeled oligos since organic dyes are usually hydrophobic in character.  The full-length product will elute at a different interval than the byproducts, which allows for the removal of fluorescent contaminants (Figure 10).
Anion Exchange HPLC (AX-HPLC) – This method of purification separates the products of oligo synthesis according to their charge.  Truncated oligos resulting from a coupling failure will have fewer phosphate groups and so elute at a different interval than the full-length product. AX-HPLC is appropriate for unlabeled oligos and those dye-labeled oligos modified on their 3’ terminus, whose failure sequences may resolve poorly by RP-HPLC.
 
Figure 4.10 – Reverse Phase and Anion Exchange HPLC
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Top: RP-HPLC trace of a crude FAM-BHQ1 probe harboring a contaminating byproduct labeled only with FAM.  Bottom: AX-HPLC trace of a crude FAM-BHQ1 probe and contaminant labeled only with BHQ1.  The absorption spectra of each fraction are used to characterize the species within.
Dual HPLC (AX/RP-HPLC) – This method is the sequential application of anion exchange followed by reverse phase HPLC.  The combination of the two purification regimes separates different categories of contaminants to achieve a very high level of purity.  Note that as the stringency of purification increases for an oligo, the overall yield of final product naturally decreases for a given synthesis scale.
PAGE – Polyacrylamide gel electrophoresis (PAGE) is a method to resolve nucleic acid strands according to their charge and molecular weight, and then isolate the desired band.  This method provides excellent resolution of the full-length product according to the number of bases, but is relatively laborious. PAGE purification is particularly well-suited to longer oligonucleotides greater than 50 bases long that require a high standard of purity, but is restricted to sub-micromole quantities of crude oligo.  
 
Section 3
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Principles of Oligo Design
Oligo design is informed by an ensemble of rules and guidelines, even myth.  Certain aspects of the PCR process remain elusive despite decades of the method’s application and optimization, which testifies to the magic of a chain reaction triggered by a molecular binding event. The random encounters of individual molecules invites some conjecture, yet these earliest cycles of amplification have pronounced effect on reaction kinetics and the composition of product.
PCR Primers
A critical component of any and every PCR reaction is the primer-set.  These oligos are selected to flank the sequence of interest and so delineate the target for replication. They trigger polymerase extension upon binding to DNA, and are designed from opposing strands to facilitate exponential amplification—the hallmark of PCR.  Complementary strands bind one another in antiparallel orientation, according to the 5’ and 3’ positions on the ribose ring.  DNA Polymerase synthesizes the new strand from the 5’ end toward the 3’ end.  Similarly, sequences are written in 5 to 3 direction by convention, and is the assumed orientation whenever the polarity is not annotated on sequence ends.  This convention also applies to synthetic oligos: a 5 to 3 direction is used to request primers for manufacture.  One must be mindful of the duplex nature of DNA, and the antiparallel orientation of each strand.  For simplicity of presentation, software programs will commonly highlight both binding sites upon a single sequence, which can be misleading (Figure 4.11).
 
Figure 4.11 – Orientation and Annotation of Oligo Sequences
 
A primer-set is designed such that each oligo binds to the opposite strand, even when both are highlighted upon the same sequence for a more compact presentation. The direction of polymerization is indicated with arrows.
 
Given the importance of primers to the PCR reaction, it is essential to report the exact oligo sequences without ambiguity in their orientation.  Additional information about the binding sites within the target sequence is ideal.
Primer sequences should be sufficiently unique to amplify the desired target to the exclusion of other sequences in the specimen or sample.  Specificity is dictated by their sequence design, and also from both oligos acting in combination: they each bind to the same target region, within a reasonable distance of the other. The ideal range of this distance is dictated by the processivity of the enzyme and the specific PCR reaction conditions. It would seem highly unlikely for an unrelated target to harbor the same sequence(s) by coincidence, except biology does not always follow the rules of probability.  Genomes are comprised of many repeated regions representing common motifs, gene families, transposable elements, and the relics of gene duplication or viral infection.  Certain applications must distinguish sequences that differ by only one or a few base-pairs in a background of very similar DNA, including the detection of circulating tumor cells (Strati et al., 2013) and of fetal DNA in maternal blood (Papageorgiou and Patsalis, 2012).  Such demanding specificity is made difficult from the fact that oligos may continue to bind a sequence that is not fully complementary.  Specificity therefore requires consideration of both sequence identity and the thermodynamics of oligo hybridization. 
 
Melting Temperature
PCR depends upon elevated temperatures to dissociate the target strands followed by reduced temperatures to bind the primers to their complementary sequences.  The cadence of thermal cycling synchronizes each replication event, and so the thermodynamics of oligo hybridization is a guiding principle of primer design.
Many software programs model primer binding with a simplified two-state model: hybridized and unhybridized conformations that coexist in equilibrium.  The temperature of melting, or TM, represents the threshold where both conformations are proportionate.  Binding is energetically favored beneath the calculated TM and so those candidate sequences that register 5 to 10 ˚C above the annealing temperature of the reaction are normally advanced for further consideration as PCR primers.
Melting temperature is a convenient value, often the guiding principle for oligo design, but its limitations are easily overlooked.  It is important to remember the oligo in solution does not bind at a precise temperature but rather a range of temperatures, with varying proportion bound across that range.  The actual melting temperature can only be measured empirically as it depends on the oligo concentration, buffer, salts, etc. (von Ahsen et al., 2001).  A calculated TM is therefore a prediction, with different software programs outputting values that vary as much as 10 ˚C! (Chavali et al., 2005; Panjkovich and Melo, 2005).  These discrepancies emerge from assumptions regarding reaction components, and also from fundamentally different algorithms.  Design rules were established during the infancy of qPCR, when TM’s were generally calculated using the Breslauer nearest neighbor thermodynamic values published in 1986 (Breslauer et al., 1986).  More accurate values were measured and published in 1998 as the “unified” nearest neighbor thermodynamic values (SantaLucia, 1998; Watkins and SantaLucia, 2005), and yet many legacy programs continue to rely upon the dated values.  Given all these discrepancies, TM is better viewed as a general guideline rather than a rigid rule.  It is only one of many parameters that inform assay design, that all vary somewhat according to the assay format.
DNA Binding Dyes
Real-Time PCR is the ability to monitor the PCR reaction in real time, during the amplification event itself.  This technique requires a detection method to reveal the accumulation of product within the reaction.  Dyes that fluoresce upon binding duplex DNA are a sensible solution (Figure 4.12).  Such fluorophores have been used for decades to visualize PCR products following amplification, usually in combination with gel electrophoresis to isolate and manipulate the desired product.  The archetype DNA binding dye is 2, 7-diamino, 9-phenylphenanthridinium 10-ethyl bromide, more commonly known as ethidium bromide.  This molecule is only weakly fluorescent until intercalating between the bases of duplex DNA, where it becomes protected from the surrounding solution.  Upon illumination with ultraviolet light the complex is made to glow, with bands corresponding to DNA fragments visible to the human eye (Aaij and Borst, 1972; Borst, 2005; LePecq and Paoletti, 1967; Sharp et al., 1973; Wahl et al., 1970; Waring, 1965). Notably, Jean-Bernard Le Peq correctly predicted that ethidium bromide could be “applied to the study of DNA polymerase in action” (Le Pecq, 1971).
In the early 90’s Russell Higuchi and colleagues did exactly that by spiking ethidium bromide into the PCR reaction prior to thermal cycling rather than afterwards (Higuchi et al., 1992).  Doing so creates a homogeneous system in which the reaction vessel need not be opened for visualization. Instrument optics tuned to the right wavelengths can detect fluorescence through the tube without further manipulation.
Subsequent dyes were developed with improved properties including SYBR Green 1 (Schneeberger et al., 1995) which has a 1000% increase in fluorescent emission when bound to double-stranded DNA (Dragan et al., 2012; Zipper et al., 2004).  More recent dyes include EvaGreen (Mao et al., 2007), LC Green (Wittwer et al., 2003), ResoLight (Schütz and von Ahsen, 2009), and BEBO (Bengtsson, 2003).  All of these dyes operate in a similar principal to ethidium bromide – increased fluorescence upon intercalation into double-stranded DNA.   
 
Figure 4.12 – DNA intercalating Dyes. 
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Double-stranded DNA intercalating dyes – Dye molecules (green) are present in excess and diffuse free in solution with minimal fluorescence emission.  When the dye comes in contact with dsDNA it intercalates between the stacked bases and assumes a conformation that emits fluorescence at a particular wavelength upon excitation. 
 
The advantages of a dsDNA binding dyes for qPCR are simplicity of design and economical assay development.  However, this convenience comes at the expense of specificity.   The dye molecule does not inherently distinguish between the target of interest and off-target amplification.  PCR can generate spurious reactions, whether from mis-priming similar sequences, from other DNA fragments behaving as primers, or from primers binding themselves to form primer-dimers (SantaLucia, 2007).  Unanticipated interactions compete with the intended reaction to produce multiple products that can swamp the target of interest.  DNA binding dyes signal in response to any double-stranded product and so may report amplification even when the target is absent.  False-positives are difficult to distinguish from a true result.
A melting curve at the end of thermal cycling is commonly used to gauge the specificity and composition of PCR product(s) with a DNA binding dye.  Fluorescence is monitored while the temperature is slowly increased, to reveal different amplicons that dissociate at different intervals according to their fragment length and sequence composition.  Dye fluorescence is extinguished when the two strands melt apart, and so the signal from the reaction vessel changes more abruptly at these transition temperatures.  Melting points are more clearly presented using a first derivative plot of the signal intensity with respect to temperature.  End-point analysis requires careful interpretation of the melt-curve in order to gauge reaction specificity—to distinguish the intended target from false products.
Fluorogenic Probes
Signal fidelity is improved through the use of fluorogenic probes—oligos designed to release fluorescence upon binding the target sequence.  Probes hybridize between the primers, and so provide the assay with a third layer of specificity.  While PCR primers may amplify off-target, a probe’s signaling mechanism requires sequence recognition and so spurious products are less likely to generate a false positive result.  Fluorogenic probes are ubiquitous in molecular diagnostics where specificity is an absolute priority.
Many different probe-types have been commercialized over the years, including Molecular Beacons (Tyagi and Kramer, 1996), TaqMan® Probes (Holland et al., 1991), and Scorpion® Probes (Whitcombe et al., 1999), to name a few.  They differ in their sequence geometry and binding mechanism, but nearly all share a fluorescent reporter partnered with a quencher (Didenko, 2001; Ranasinghe and Brown, 2005). The quencher is a second modification to the oligo—a chromophore designed to absorb the signal from the fluorescent reporter when the two labels are in close proximity.  By tethering both modifications to the same oligo the dyes may interact through either Förster Resonance Energy Transfer (FRET) or else static quenching, where they contact one another to form a ground-state complex that is non-fluorescent (Johansson, 2006; Marras et al., 2002) (Figure 4.13).  The duplex formed upon oligo hybridization is quite rigid and so increases the effective length compared to single-stranded oligo, which is much more flexible.  Binding of the probe to the target sequence is therefore sufficient to disrupt the interaction between dyes positioned at opposite ends of an oligo (Parkhurst and Parkhurst, 1995).
 
Figure 4.13 – Quenching Mechanisms in Dual-Labeled Probes
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Quenching and Signaling Mechanisms of Fluorogenic Probes – Three conformations of a fluorogenic probe are presented.  In either single-stranded form (top), the excitation energy of the reporter dye is transferred to the quencher preventing signal release.  With static quenching, the reporter and quencher physically associate to form a non-fluorescent intramolecular dimer.  In dynamic quenching, the reporter and quencher are in sufficient proximity to permit FRET quenching through space.  Upon hybridizing to the target sequence the reporter and quencher are separated to allow fluorescence emission (bottom).  
The signal release upon hybridization can be made permanent by hydrolyzing the oligo between the fluorophore and the quencher.  In fact, cleavage is accomplished when Taq polymerase extends from a primer and encounters the probe in its path (Figure 4.14).  The nuclease activity of the polymerase cleaves the probe one or several bases from its 5’ end until the probe loses binding stability and is displaced from the strand.  This signaling mechanism is the basis for hydrolysis (TaqMan®) probes, a commonly-used probe-type and the focus of our discussion regarding the parameters for probe design.
 
Figure 4.14 – Signaling Mechanism of Hydrolysis Probes
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Mechanism of Hydrolysis Probes in qPCR – After denaturation, the probe and primers anneal to the dissociated strands.  During elongation the polymerase extends from the primer, encounters the probe, and hydrolyzes nucleotide fragments that are displaced from the strand.  Cleavage of the probe untethers the fluorophore and quencher to make signal release permanent.
 
The complete reaction mechanisms of various probe-types can be found as an animation on the following webpage:
Real-time PCR Probe Animations
To properly signal the amplification from each cycle, the probe must hybridize to the dissociated target before the primers replicate the strand and mask over the binding site.  This is accomplished by designing the probe to bind with more stability than the primers. A common design guideline is to select probe sequences with a TM of 70 ˚C, elevated above that of the primers.  Probes are typically designed 20 – 30 bases long in order to accomplish that TM, in the absence of additional modifications to increase binding stability.  Target sequences that are particularly AT-rich might require longer sequences still, but those probes >30 bases can suffer from poor quenching efficiency.  This is because FRET quenching diminishes quite rapidly with increasing separation between the dyes according to a relationship of (1/r)^6, where r is the distance through space (Cardullo et al., 1988).  Single-stranded oligos are thought to behave as a random coil and so the effective distance is the average of many conformations, but the principle remains the same: increasing sequence length diminishes the quenching efficiency, resulting in probes with elevated baseline fluorescence and poor signal-to-noise values. Probe design is thus a careful compromise between longer sequences to promote binding stability and shorter sequences to promote quenching efficiency.
The length limitations governing probe design can be improved through certain modifications and design strategies. The quenching efficiency of longer probes can be improved by engineering secondary structure into the sequence itself.  Molecular Beacons have self-complementary sequences on the 5’ and 3’ terminus that hybridize to one another to form a stem-loop conformation.  This hairpin structure positions the reporter and quencher into immediate contact for remarkably efficient quenching.  Alternately, the quencher can be positioned at an internal residue for closer proximity to the fluorescent reporter.  However, the 3’ position now vacated must still be modified with a blocker such as a terminal phosphate or aliphatic carbon spacer, to prevent the probe from behaving as a primer and triggering extension.
A probe’s binding stability can be strengthened through a chemical moiety called Minor Groove Binder (MGB), used to modify either terminus (Kutyavin et al., 2000).  The MGB allows for the design of shorter sequences that maintain the proper TM, as do non-standard bases including Locked Nucleic Acid (LNA) and propynyl residues used in BHQplus® probes.  All of these modifications serve to increase the TM beyond what their sequences would indicate, but also require careful consideration of their unique contributions during the process of assay design.  A sequence originally designed as an MGB probe may not function as a traditional probe, and vice versa.  For this reason it is imperative to report the sequence of the probe design, and also any modifications used in its manufacture.  Chemical moieties designed to modulate the binding stability are often proprietary and so it is prudent to consult the recommendations of the oligo manufacturer for probe design, while citing that vendor in subsequent research publications. These vendors usually make available software tools to assist with sequence selection, based on design algorithms tuned for their particular chemistries. Such software programs consider not only the oligo length and melting temperature, but also hundreds of other factors that collectively improve the probability of success. We highlight some of these other parameters while introducing several software programs for assay design.
Assay design Software
Oligo sequences were originally selected by eye using simplistic TM estimations and anecdotal rules unique to each practitioner.  Over time computation was brought to bear, to keep pace with the proliferation of genome sequences in public databases (Koressaar and Remm, 2007; Rozen and Skaletsky, 2000; Untergasser et al., 2007).  Dedicated software is far more efficient than manual inspection to evaluate thousands of candidate sequences according to hundreds of parameters. High-throughput projects that target nearly every gene in the genome can only be accomplished through a batched design program, and particularly benefit from the consistency of a standardized design process combined with the efficiency of automated algorithms (Valenzuela et al., 2003).  While not all are oriented for qPCR in particular, many software programs for oligo design are available for purchase. A representative selection of commercial programs include:
Oligo manufacturers also make available web-based tools for qPCR assay design, including:
 
 
Figure 4.15 – Software Program for Primer and Probe Design
[image: ]
[image: ]
 
Screenshot from RealTimeDesign,™ Software showing oligo sequences and their properties.  This program is available for free public use at: http://www.qpcrdesign.com
 
Beyond oligo length and melting temperature, computation is also used to evaluate numerous other characteristics such as particular sequence motifs or secondary structure in the target (Chavali et al., 2005; Rozen and Skaletsky, 2000; Untergasser et al., 2012). Target sequences that are particularly GC-rich may prove refractory to interrogation without the addition of denaturants into the reaction like DMSO and formamide.  They may also harbor complementary regions that fold back on themselves to interfere with PCR (SantaLucia and Hicks, 2004). Folded conformations are particularly problematic with gene expression measurement since RNA forms stable hairpins that may resist reverse transcription. An equilibrium of secondary structures all compete with oligo binding, and best modeled using a partition function to compute the hybridization thermodynamics of the ensemble (Markham and Zuker, 2005; Mathews, 2006).
The base composition of the individual oligos is also consequential. It is widely understood to avoid probes with a 5’ guanosine that may quench the reporter FAM, but other nucleotides also influence the spectral properties of proximal fluorophores (Marras et al., 2002).  In general, G-rich oligos are problematic for reasons relating to both manufacture and functionality: a string of G’s has the potential to collapse into a secondary structure called a G-tetrad, and associate into quadruplexes with other strands in solution (Burge et al., 2006). This feature may influence the binding behavior of the oligos and consequently should be avoided in primer and probe design.  Other bases that repeat four or more times are also problematic.  These “runs” reduce sequence complexity and potentially cause mis-priming.  The residues at the 3’ terminus of each primer have a pronounced influence on the assay performance.  Some reports recommend a G or C as the final base to improve amplification efficiency, while others end their primers with adenosines to enhance priming specificity (Roux, 1995).  Others still recommend to simply moderate the GC content in the final five bases (Nolan et al., 2006).
Complementary regions within and between the oligos may produce hairpins or dimers (Figure 4.16).  It is therefore necessary to screen for these misalignments, particularly those that hybridize at the 3’ terminus of a primer.  A run of complementary base-pairs may form a duplex that is capable of triggering extension, but even those alignments interrupted by mismatches deserve some consideration.  Considering all the permutations of the oligos in the reaction this task is accomplished most efficiently through computation.
 
 
Figure 4.16 – Oligo Misalignments
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Identified Misalignments Within a Candidate Primer-Set are presented for further review by the PCR practitioner.  Those oligos recognized to hybridize in excess of a certain threshold are automatically eliminated from consideration by the design software.
Design software is also used to target certain features in the sequence. A common problem for gene expression analysis is the carry-over of genomic DNA contamination through RNA isolation and purification. Reverse transcription converts this RNA into cDNA, but any residual gDNA may also provide a target for amplification, introduce false positives and otherwise compromise quantification. This problem can be mitigated through treatment with DNase prior to reverse transcription, and also through careful selection of the oligos during assay design.  Assuming the target gene has multiple exons, a common strategy is to position the primer-set across a splice junction within the transcript, where an intron sequence had been excised.  In doing so, it is important to recognize that primers spanning a short intron sequence may continue to be amplified.  Additionally, some pseudogenes lack introns and will be efficiently amplified from gDNA, despite designing the assay across a splice junction in the native gene. For each target under investigation, an understanding of its genomic context and sequence homologs is fundamental to assay design.
This is a small sampling of the numerous considerations that inform the selection of oligo sequences. They collectively improve the performance of de novo assay design, and qPCR design software will traverse them automatically.  With all the power of computation, many applications will still challenge automated design algorithms. It is important to become familiar with the function of each design rule for those difficult target sequences that require deviating from default parameters, because any one parameter can usually be disregarded to generate a functional assay still. Many complex genetic tests require custom oligo sequences selected manually, while continuing to benefit from computation for evaluation of their properties.
 
Section 4
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Advanced Considerations for Oligo Design
Multiplexing
Certain biological investigations are more sophisticated in scope, requiring significant development and validation.  Many diagnostic tests and other commercial products combine multiple assays into the same reaction vessel to comprise a multiplexed set.  The assays are amplified simultaneously but detected independently using different fluorescent reporters.  It is therefore essential to select a dye combination with fluorescence spectra that are well resolved, while also remaining compatible with the real-time thermal cycler.  These instruments vary considerably in their optics specifications, which typically range from 2 – 6 detection channels.  One must consider the excitation source, whether laser, lamp or LED, and particularly the excitation/emission filters used for detection (Figure 4.17).
 
Figure 4.17 – Fluorescence Spectra & Instrument Optics
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The Normalized Emission Spectra for a Series of Fluorophores provide a reference to choose candidates for multiplexing (left).  Optimal reporters for a pentaplexed assay are identified by comparing spectra to the instrument’s filter specifications (right).
 
Most real-time thermal cyclers are engineered for FAM/SYBR first and foremost, while longer wavelength fluorophores may be detected less sensitively. Many require dye calibration to accurately deconvolute the overlapping signals. Considering all these dependencies, it is helpful to consult the recommended dye combinations, whether that of the instrument or oligo manufacturer. For example, the instrument compatibility for the CAL Fluor and Quasar dyes can be found on the following webpage, accompanied by the spectra of other common reporters to overlay for comparison:
 
Spectral Overlay Chart
http://www.qpcrdesign.com/spectral-overlay
During oligo design, each additional assay in the multiplexed set increases competition for the same pool of reaction components, and exponentially increases the number of inter-oligo interactions.  Again, software programs are best-suited to screen for primer-dimers among so many combinations, and several do include multiplexing modules for assay design. Multiplexed real-time PCR requires more time to implement than the same assays run independently, but ultimately serves to conserve sample material and control well-to-well variation. This approach achieves cost savings to an optimized assay that will be run repeatedly – ideal for applied markets with high-throughput processes.
Sequence Specificity
Certain applications have pronounced requirements for amplification specificity, to either tolerate or else distinguish between a collection of similar sequences.  Examples include the selective amplification of a transcript among multiple splice variants, or to distinguish species according to their mitochondrial sequences.  Within the genome are many repeated motifs, or whole families of genes that are very similar in sequence and thus difficult to distinguish. A test for infectious disease may require comparable amplification across a collection of isolates harboring different mutations, while also selecting against nearest neighbor microorganisms.  All of these applications require highly targeted assay design, with the oligos aligned to either conserved or else variable regions depending upon the intent.  Automated software cannot anticipate all the biological considerations that inform assay design. Almost certainly these applications require manually positioning the oligos, even sacrificing criteria that might be considered gospel. 
For such sophisticated assays one should consult public databases such as NCBI’s RefSeq to obtain all available information about the target sequence and, once designed, then BLAST the primer sequences to gauge off-target amplification from alternative sites.  Identification of the conserved or variable regions can be accomplished with a multiple sequence alignment to precede assay design.  One such tool is Clustal, hosted by EMBL, and freely available over the web.  An example assay requiring carefully-targeted oligos to ensure specificity of amplification is the following genomic sequence, a section of the Tceal3 gene in mouse:
AAGAAGTTCGCGGTGAAAACGAAGGCAAGCTGGAAAAGGAGGGAAAGCCAGAAGATGAAGTAGAGCCTGAAGATGAAGAAAAGTCAGACGAGGACGAGAAGCCAGACAAGAAAGCAAAGCCAGCACCACGCCAGGGCAAGCCAGAGGAGGAGGCAAAGCCAGATGAGCAAGGGCAAGATGAGGGGAAGCCCGAGAAGCAGGGAAAGTCTGACGGGGAGGGCAAGCGCCAAGGGGAGAGCAAGCCCGATTCCCAGGCAAAGTCAGCCAGCGAGGCGCGGGCTGCAGAAAAGCGCCCTGCTGAAG
This sequence shares homology to Tceal5 and Tceal6, representing other members in the gene family.  Primers for this assay are designed to selectively amplify Tceal3 to the exclusion of the gene homologs:
Forward:	5’-GCCTGAAGATGAAGAAAAGTCAGAC-3’
Reverse:	5’-GCCCTTGCTCATCTGGCTTTG-3’
 
Figure 4.18 – Multiple Sequence Alignment of Gene Homologs
Multiple Sequence Alignment of Tceal3, Tceal5, and Tceal6 genes Signature bases that differ from the intended target are annotated with either A,C,G,T while ... represent base positions that are identical.  Gaps are indicated with dashes.  Binding sites for the actual primers selected for this assay are highlighted in gray.
Specificity for the intended target is improved by aligning the oligos to regions of mismatches in the gene homologs, particularly at the 3’ terminus of each primer (Figure 4.18).  This design strategy is known as allele-specific PCR, and serves to delay the onset of amplification from those sequences that are not fully complementary (Newton et al., 1989).  Amplification from the gene homologs can be suppressed entirely with sufficient mismatches, although that outcome depends on reaction conditions and the prevalence of the related sequences within the background DNA. Specificity can also be improved by aligning the probe across the signature residues. This reduces the binding stability of the probe to mismatched sequences and diminishes the signal magnitude in response to off-target amplification, depending on the number of mismatches and the length of the probe.
Despite the best attempts at design, some off-target amplification may still be detected with either allele-specific primers or allele-specific probes, or even the combination of both.  These assay designs typically require empirical testing and optimization, particularly when interrogating a single base difference.  A solitary mismatch can be very difficult to distinguish with 100% specificity, and yet single nucleotide polymorphisms (SNPs) are a very popular target for PCR, whether studying the genetic predisposition for disease among a population or tracking the phenotype of seed stocks in agriculture.
SNP Genotyping
SNPs are found in both coding and non-coding regions of the genome, and represent the most common form of genetic variation.  Given their prevalence and utility, there exist many different techniques for genotyping including sequencing, microarrays, and high resolution melt curves.  Probe-based genotyping uses the PCR process to amplify the flanking sequence, in conjunction with hydrolysis probes to bind the SNP and signal the genotype.  Two probes are labeled with different reporter dyes that are each fully complementary to one of the two alleles.  By competing to bind the same target sequence, the allele-specific probes gain specificity over either probe acting individually, and the fluorescent signal from the matching probe predominates.
In practice, some cross-reactivity can be expected where one or both probes bind their mismatched allele, but with a reduced signal response compared to the fully-complementary allele.  For this reason the genotype determination is not typically assigned according to a yes/no amplification event, but rather a scatter-plot of the end-point fluorescence intensity of the two dyes.  Homozygous samples tend to fall along each axis while the heterozygous genotype clusters toward the middle of the plot.
 
Figure 4.19 – Probe-Based Genotyping
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Allele-Specific Probes labeled with FAM and TET produce a different amplification response (left) from samples representing homozygous wild-type in blue, homozygous mutant in orange, and heterozygous in green.  A scatter-plot is used to make genotype determinations, in this case presenting a dilution series of the samples (right).
	 
Probes for SNP genotyping require a careful compromise between longer sequences that promote binding stability and therefore increased signal response, and shorter sequences that promote mismatch discrimination and therefore minimize cross-hybridization.  In practice, this balance is not easily achieved while using traditional probes 20 – 30 bases in length.  Genotyping benefits from additional modifications to fortify the probes with increased binding stability.  Certain chemistries are used to shorten the oligo sequence while maintaining a proper TM, including the MGB moiety or the propynyl bases within BHQplus probes.  These modified probe-types are more commonly used for SNP genotyping.
Degenerate bases
Oligos are occasionally designed to tolerate a known variation in the sequence, or when there is uncertainty as to the correct sequence.  This situation can be addressed by incorporating one or more degenerate positions in the oligonucleotide.  The degenerate residue, or “wobble,” does not represent a discreet nucleotide but rather one of several different nucleotides at that position.  They are manufactured by combining two or more base phosphoramidites at equimolar ratios before coupling, producing multiple sub-sequences from a single oligo synthesis.  Wobbles are designated by the standard IUPAC code for mixed bases (Table 4.2).     
Table 4.2 – IUPAC Base Code.
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This design strategy is commonly practiced for pathogen detection, for example to tolerate multiple different isolates while detecting a virus with a high mutation rate.  However, it is important to remember that each additional wobble exponentially increases the number of sub-sequences synthesized in unison, thereby decreasing the likelihood that any individual sequence has the desired specificity. Only one species is usually present in a biological sample and so amplification performance may be compromised with some portion of the oligos not fully complementary.  It is advisable to be conservative and introduce as few degeneracies as possible.
A similar approach is to introduce a “universal” base like inosine, which base-pairs to either A, C, G, or T (Loakes, 2001).  It is important to remember that these non-standard bases are not truly universal—they may show preference for some nucleotides over others.  Despite their limitations, both design strategies are quite useful when the primer or probe must tolerate a known mutation and the sequence space is otherwise limited. 
 
Section 5
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Databases of Pre-Designed Oligos
Many databases of pre-designed assays are available through the internet, and may reduce the risk of new assay development if the desired target is represented within.  They are usually oriented toward gene expression analysis and SNP genotyping within model organisms, while assays for other applications and species are sparsely represented.  Some resources are simply a repository of computer-generated primers without performance verification, while others contain wet-lab validated oligos with accompanying quality data (Lefever et al., 2009; Wang and Seed, 2003; Wang et al., 2012).  Despite the lack of a single unified database for all organisms there are useful specialized databases available through the web such as PrimerBank and RTprimerDB.  
Many validated qPCR assays are available from commercial sources, usually in the form of a kit.  The product documentation may not reveal the oligo sequence and yet those specifications represent an essential reporting requirement of the MIQE standards.  While controversial, the manufacturer’s catalog number should be referenced in lieu of sequence information during publication, or else the assay ID from within a commercial database of pre-designed assays that are similarly kept confidential.
Experimentally validated qPCR assays can be identified through careful research of the literature, but reliance on published data highlights the importance that authors and journals adhere to the MIQE guidelines so that other researchers might utilize or replicate their qPCR assays.  Previously published qPCR assays are a good reference, but before re-synthesizing the oligos it is important to critically evaluate the rigor of the author’s research, the quality of their assay design, and any proprietary chemical modifications that influence assay performance.
While pre-designed assays may expedite development, all the same requirements for experimental validation remain as relevant as when testing a de novo design.  Seemingly innocuous changes can have a profound impact on amplification, like a different fluorescent label for the probe or a different polymerase formulation.  Given all the subtle variations between each set-up, functional testing with the proper positive and negative controls is essential whether the assay was purchased as a kit from a vendor, whether repeating previously published work, or else developing a new assay with no precedent.
Section 6
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Conclusion
Genetic methods are easier to implement than ever before due to the efficiency of oligo manufacture and ubiquity of pre-designed assays.  While qPCR has matured into an established technique, the principles of oligo synthesis and design should not be neglected.  To troubleshoot an unanticipated result requires appreciation of the underlying principles, whether the reactive precursors in chemical synthesis, or the signaling mechanism of a hydrolysis probe.  Scientists can only hope to recapitulate previously published works through comprehensive reporting as dictated in the MIQE guidelines: sequence, modifications, target location, and manufacture.  In combination with sophisticated real-time instrumentation and thermostable enzymes, it is the oligos that accomplish target recognition and trigger the chain reaction.  Residing at the interface of chemistry and biology, oligos are the critical components of qPCR.
 
Section 7
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Summary
 
The discovery of Real-Time or quantitative polymerase chain reaction (qPCR) in the 1990s took PCR to a new level: the ability to monitor the DNA amplification process not after the fact, but as it was happening. Such monitoring requires specialized instrumentation capable of conducting the enzymatic process and collecting real-time data simultaneously in the same reaction vessel. For years, these experiments were plagued by a lack of consensus in the reporting and interpretation of the qPCR data. Today, the Minimum Information for Publication of Quantitative Real-Time PCR Experiments (MIQE) guidelines have set forth a baseline that increases transparency, promotes global consistency and helps to ensure the integrity of the scientific literature (Bustin, 2009); selecting the right instrumentation is key for ensuring accurate, reproducible results. 
Section 2
[image: ]
History of instrumentation
In 1983, while on a drive through Mendocino County in California, Kary Mullis — a researcher with Cetus Corp. — was deep in thought about a problem that had been plaguing him at work: how to find a way to concentrate a single DNA locus in the presence of millions of similar DNA loci. The answer was polymerase chain reaction (PCR).
 
By combining primers and DNA polymerase with thermal cycling, PCR doesn’t replicate the entire strand of DNA, but a specific target sequence. The target DNA multiplies in a chain reaction that provides exponential amplification, generating billions or trillions of copies in a targeted timeframe. (Karymullis.com; Saiki, 1988), This technology has been adapted for numerous molecular biology applications (VanGuilder, 2008), and won Mullis the Nobel Prize for Chemistry in 1993. (nobelprize.org)
 
However, the process was dependent on end-point analysis; researchers wanted the ability to measure during the log phase of the reaction. Just a decade later, Russell Higuchi and colleagues at Roche Molecular Systems and Chiron demonstrated the discovery of Real-Time or quantitative PCR (qPCR) by connecting a thermal cycler to a spectrofluorometer. (Higuchi, 1992; Higuchi, 1993), With qPCR, minimal amounts of DNA can be replicated rapidly and detected easily; amplicons are detected while the reactions are in progress through fluorescent signalling. In contrast to traditional PCR, qPCR is able to ascertain up- or down-regulation of a particular DNA sequence, or how much of a specific DNA sequence is present in a sample, rather than simply identify its presence or absence. 
 
 
As PCR amplification and detection takes place in the same tube, qPCR no longer requires post-amplification analysis steps that had been traditionally associated with PCR, such as purification and dilution of PCR products for downstream work, or confirmation of assay specificity by gel electrophoresis, though such steps can still be taken if desired. This real-time measurement reduces opportunities for contamination and variability in the results. 
 
With qPCR, the speed, sensitivity, and reproducibility of homogeneous assays and the limited risk of carryover contamination have made it a standard for nucleic acid quantification. (Mackay, 2004) Today, qPCR is the gold standard methodology used for determination of DNA copy numbers, quantitating transcription, and other applications. (Mann, 2006)
 
Yet prior to the introduction of the MIQE guidelines (Bustin, 2009), there was a lack of consensus on the use of standardized reagents, protocols, analysis methods, and reporting formats. (Bustin, 2004)  
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Methodology
Real-Time or qPCR occurs in a computer-controlled imaging thermal cycler. These thermal cyclers consist of the following components: (Morrison, 2006)
 
•	Software that controls operation, collection and analysis of generated data 
•	A thermal cycler  
•	An excitation/emission system capable of exciting fluorophores at optimal wavelengths and then capturing the Stokes shift emission wavelength 
•	An imaging system to capture the fluorescence generated by the process
With every PCR cycle, the product amount increases and becomes observable when the fluorescence intensity exceeds background levels. Fluorescence is a type of luminescence generated when a substance absorbs light energy at a short, high-energy wavelength, and then emits light energy at a longer, low-energy wavelength. Only a fraction of a second passes between absorption and emission. The cycle at which the fluorescence becomes visible is called the crossing point (Cp) or quantification cycle (Cq). The PCR quantification is performed at this stage, when the rate of amplification should be at its maximum, ideally with the amount of product approximately doubling with every cycle. 
 
qPCR instrumentation allows researchers to follow the amplification of DNA molecules and the accumulation of PCR products in real-time — indirectly, by way of fluorescence measurements. Detailed analysis of the sigmoidal curve profile reveals a consistent pattern: an early background phase; a period of exponential growth (log linear phase); and a period of reduced activity, known as the plateau phase.  
 
Quantification – the Q of qPCR – is relatively straightforward. The more copies of the target at the start of the assay, the fewer amplification cycles that are needed to generate enough amplicons for fluorescence to reach detectable thresholds. (Bustin, 2005)  
In qPCR, data analysis correlates Cq and concentration: the higher the concentration of target nucleic acid in the starting material, the earlier a significant increase in the fluorescent signal will be observed. This correlation makes it easy to achieve sensitive quantification of a given target, and facilitates all types of qPCR-based quantitative analysis. 
 
In the qPCR process, a fluorescent probe is a sensitive and selective tool used to detect a key biomolecular target. Fluorophores are molecules that display fluorescence; each has characteristic absorbance (or excitation) and emission spectrums, and will most efficiently absorb and emit energy at set wavelengths, known as peak absorbance and peak emission, respectively.
 
Energy is supplied by an excitation source — LED, Xenon or halogen light — creating an excited state that lasts for just nanoseconds and is detected by an excitation filter designed to selectively identify light from the excitation source. A second filter captures the peak emission. The Stokes shift is the difference between the peak of absorption and emission spectra, as seen in figure below. 
 
With known peak absorbance and peak emission wavelengths, it’s easy to identify the Stokes shift for each fluorophore. The situation becomes significantly more complicated when multiplexing. Multiplex PCR is a rapid and convenient screening assay that uses multiple primer sets simultaneously to identify multiple targets. Yet it requires strategic planning to optimize reaction conditions, ensuring that optical crosstalk between the different fluorophores do not cause false positive Cq calls.
 
Section 4
[image: ]
Thermocycling
The thermal cycler is responsible for automating the temperature cycling and control. A qPCR assay’s specificity and yield are directly related to the ability of the thermal cycler to rapidly and accurately arrive at target temperatures (Wittwer, 2014), and the ability to maintain temperature stability and homogeneity across wells. Temperature irregularities across wells can create inconsistencies that affect fluorescence signals and primer annealing. Some applications — such as high-resolution melting — must be able to distinguish extremely small temperature differences, variations as small as 0.2° C. Most modern devices report thermal uniformity in the range of ±0.2°C to ±0.5°C.
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Heating methods
Much of today’s qPCR instrumentation builds upon Peltier-based heater block systems. A Peltier element has two sides; when DC current is applied, the block transfers heat from one side to another, resulting in a “hot” side and a “cool” side. The direction in which the current flows across a junction determines whether heat is liberated or absorbed. (Pollock, 1993) They are compact, solid-state devices with no moving parts, and do not require maintenance. Peltier elements are a common component in many scientific devices for their efficiency and ability to control temperatures to within a fraction of a degree.  Most manufacturers of Peltier-based blocks use 4-6 Peltier elements; the block is designed to dissipate the heat for uniformity, minimizing hotspots.
 
Conventional Peltier systems are relatively slow; the solid block maintains a great deal of thermal inertia. This, combined with the extra insulation provided by the plastic coating of the reaction vessels, makes it difficult to heat or cool quickly. As a result, manufacturers have further improved upon the Peltier-based system through the addition of resistive or convective technologies to improve control, performance and thermal ramp rates across the block. These technologies include: 
 
•	Precisely electroformed, hermetically sealed silver blocks filled with a thermally conductive fluid; opposing agitators rapidly circulate the fluid, quickly transferring heat from the single Peltier device
•	The use of a heat-equalizing layer beneath the Peltier element that ensures optimal heat distribution and well-to-well homogeneity
 
Other manufacturers use non-Peltier systems to achieve faster ramp rates. These techniques include:
 
•	Glass capillary systems heated and cooled by high-speed turbulent air
•	Centrifugal air-heated plastic tubing, which offers excellent uniformity and the ability to cool more quickly
•	A highly thermally conductive ceramic heating plate coupled with a high-efficiency fan for heat distribution
•	Microcontroller-driven, silicon-based resistive heating elements covered by a glass substrate
 
By minimizing the amount of metal involved in the heating element, heat is transferred more efficiently, making it easier to adjust the temperature up or down. However, this increased uniformity restricts the ability to have a temperature gradient, but as gradients are only used in assay optimization, many laboratories prefer the benefits of uniformity for their day-to-day operations.   
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Assay performance
Assay performance is essential for the critical evaluation of data included in each submitted manuscript. Performance is judged primarily on four characteristics: PCR efficiency, linear dynamic range, LOD, and precision.
 
Robust assays are correlated with high PCR efficiency. (Bustin, 2009) Efficiency is established by means of calibration curves. This calibration is determined from the slope of the log-linear portion of the calibration curve, and offers a reproducible indication of efficiency, sensitivity and robustness of the assay. 
 
The Linear Dynamic Range — the highest to lowest quantifiable copy number —that includes the interval for the target nucleic acids being quantified. 
 
The LOD, or limit of detection, is the lowest concentration at which 95% of positive samples can be detected; conversely, no more than 5% of failed reactions should occur.
 
In qPCR, precision typically varies with concentration, although temperature differences and other variations can occur.
 
The performance of qPCR assays can be affected by changes in primer and probe concentration, cycling conditions, and buffer concentration. Primer and probe sequences should be published to ensure consistent and reproducible results per the MIQE guidelines; commercial primer and probe sequences are readily available. (PrimerDesign) A well-designed assay will show few or no test-to-test variations in Cq and fluorescent signal intensity.
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Primers and probes
All qPCR systems use fluorescent dyes for detection. The most commonly used assay formats are as follows: 
 
Hydrolysis probes 
(also referred to as TaqMan probes) are highly specific, significantly increasing the specificity of fluorescence detection and permitting quantitative measurement of the accumulated concentration. The reporter dye is released by hydrolysis during PCR amplification.
Dual-hybridization probes 
(also known as HybProbes or FRET probes — fluorescence resonance energy transfer) rely on donor fluorophores transferring energy to acceptor fluorophores. The acceptor fluorophore emits a detectable light of a longer wavelength; donor excitation light alone cannot excite the acceptor, and the energy transfer cannot take place unless the target DNA is present.
 
 
SimpleProbe 
is a special type of hybridization probe. Instead of two probes per assay, like HybProbes, only a single probe is needed. This probe carries a covalently attached dye that hybridizes to a target; once hybridized, it emits greater fluorescence.
 
 
SYBR Green dye binds preferentially to double-stranded amplicons during PCR and is used in gene expression analysis and DNA quantification, generating fluorescence signal when subjected to light of an appropriate wavelength. 
 
Scorpions Probes are a single-stranded, bi-labeled fluorescent probe/primer hybrid in a hairpin loop configuration. The probe is physically coupled to the primer. Scorpions are efficient and have fast reaction times and an exceptional signal-to-noise ratio. The polymerase synthesizes the complementary strand of the target sequence; the loop unfolds and hybridizes to the newly synthesized target. Now that the reporter is no longer in proximity to the quencher, fluorescence emission takes place. 
 
Molecular Beacons are able to report the presence of a specific nucleic acid in a homogeneous solution. They are single-stranded probes in a hairpin loop configuration. They bind to the amplified target, and the resulting fluorescence is dependent upon the amount of product. Molecular beacons are increasingly used in multiplexing.
 
Locked Nucleic Acids (LNA) oligonucleotides are thermally stable, high-affinity RNA analogues. Varying the LNA content of the oligonucleotide can optimize specificity and sensitivity. It normalizes results across a series of short sequences with varying GC content.
ROX Reference Dye was introduced in the 1990s as a passive reference dye, and used to normalize for non-PCR fluorescence signal variation on some real-time thermal cyclers. ROX is an inert dye that maintains stable fluorescence throughout the qPCR reaction; it provides a reference point to which reporter dye signals can be normalized during data analysis. It offers a stable baseline in multiplex qPCR reactions, and normalizes well-to-well differences that can result from pipetting errors. Applying ROX normalization decreases the standard deviation.
 
Significant improvements in design and manufacturing of newer generations of systems have obsoleted the need for ROX as a reference dye.
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Instrumentation Features and             Selection
Instrumentation varies across manufacturers. Selecting the correct system requires an understanding of each device’s mode of application, product features, required functionality, and the ability to upgrade and grow the system as your needs change — such as the ability to switch out the blocks, from 96 to 384.
  
Sensitivity: There are two key forms of sensitivity when discussing PCR: analytical sensitivity indicates the minimum number of copies that can be accurately measured with a given assay (also known as limit of detection or LOD), and clinical sensitivity, which identifies the percentage of individuals identified as positive for a given condition. 
 
Reproducibility: The same samples should return the same results in different runs, or when tested by different labs. While more robust assays will provide more reproducible results, it is important to look for devices that eliminate well-to-well variation in temperature and light source. 
 
Xenon bulbs emit a continuous spectrum, offering high luminance and color temperature ranging from UV to infrared. Light emitting diodes (LED) are opto-semiconductors that offer bright light, a long lifespan, and cool operation. Halogen and halogen-blend lamps produce a bright, continuous spectrum of light, from infrared to deep ultraviolet.
 
Accuracy: High-performance optical components ensure uniform data collection across a multiwell plate, regardless of sample position. Charge coupled devices (CCD) are small, integrated circuits etched onto a silicon surface, capable of detecting the surface charge generated by photons. CCDs are multichannel detectors and have the highest light sensitivity, with low noise and dark current, giving them a large dynamic range, yet they aren’t always the best for every application. CCDs are so sensitive that they are subject to vignetting, wherein the angle of the light hitting the sensor can cause a reduction in brightness in the periphery of the image. 
 
Photomultiplier tubes (PMT) are larger vacuum phototubes with excellent detection within the ultraviolet spectrum. PMTs can generate signals faster than CCDs, and do not have the same vignetting issues that are seen with CCDs.   
 
Reliability: Research and development and the quality control that go into a system can have an impact on functionality, use and device usability.
 
Ease of Use: Is the device understandable? Easy to use? Does it guide you through operations to give usable, understandable data for users of all experience levels? Most qPCR software supports straightforward Cq calculation of the recorded fluorescence, but this data often requires additional analysis — such as averaging, normalization and statistical testing — to achieve meaningful results. (Wong, 2005)
 
Ramp Rates and Throughput: Faster cycle times can be achieved with the aid of specialized primers, and by combining annealing and extension into a single step. This process can reduce cycle times by more than half. 
 
High-throughput screening applications are increasingly critical to pharmacogenomics research. Select instruments are now capable of analysing hundreds of genes within thousands of samples at a time, accurately delivering tens of thousands of data points in a single day.
 
Flexibility: Some devices offer modular designs with the ability to swap thermal block cyclers (96- and 384-well formats, for example), custom pairing of optical filters, and choice between clear or white multiwell plates. 
 
Some instruments are best suited to ready-to-use reagents that eliminate the guesswork and are designed to support each of the main qPCR applications for both standard and fast-ramping protocols to maximize signal quality and reproducibility. Other devices offer the flexibility for using customized filters that have been calibrated onsite.
 
Applications: Select qPCR platforms have application flexibility, are capable of gene expression, gene detection, genotyping, and gene scanning (HRM).
 
There has been considerable growth in the popularity of HRM analysis in recent years. Melt curves are used to analyse the purity of reaction products following qPCR. Identifying melt profile differences requires specialized software and dyes to highlight small variations such as single-nucleotide polymorphisms (SNPs).
 
There are four classes of SNP within the human genome. (Venter, 2001)
 
 
Class IV SNPs are rarest and most difficult to identify; the transposition of the A and T bases result in the smallest melt curve temperature shift, requiring an instrument with extreme precision and thermal control.
 
Multiplexing: Multiplexing — allowing two or more targets to be amplified simultaneously by using multiple primer pairs in the same reaction tube to produce amplicons specific to different DNA sequences — expands the throughput of qPCR. Typically, multiplex PCR detects a target gene in one channel and a control gene in another. 
However the presence of multiple primers can lead to preferential amplification of one target sequence, or crosstalk between channels, wherein one target’s amplification may inhibit that of the second. Detection and differentiation become critical, making it particularly important to establish and test comprehensive primer design parameters.
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Conclusion
Today, there are many instrumentation platforms available in the marketplace, from simple single-channel instruments to highly sophisticated high-throughput systems capable of multiplexing multiple targets. Delivering quality, reproducible results requires the selection of the correct instrumentation for the job. 
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Introduction
Quantitative PCR (qPCR) is the technique of choice for many DNA quantitation studies that provides affordability, precision, and necessary accuracy across a wide dynamic range. This is specifically true for applications such as gene expression, bacterial/viral load measurements, allelic discrimination, and species identification. It is a technique that is easy to execute and can provide rapid quantification of nucleic acids. Moreover, qPCR remains the gold standard for many applications, such as detection of mRNA (Bustin, 2000, Bustin, 2002). Because of its broader linear dynamic range and greater sensitivity, qPCR is used to reanalyze changes in gene expression suggested by exploratory technologies such as microarrays and RNA-Seq. However, imperfections such as variable pre-assay conditions, poor assay design, and improper data analysis have led to inaccurate results and erroneous conclusions from qPCR experiments (Johnson, et al, 2014).
The Minimum Information for publication of Quantitative real-time PCR Experiments (MIQE) guidelines were published with the aim to provide a framework that researchers could follow to prevent publication of inconsistent, inaccurate, and misleading data that is populating and corrupting the peer-reviewed literature (Johnson, et al, 2014, Bustin et al, 2009). Although the rationale for following the MIQE guidelines has been widely accepted, the numbers of publications not following the guidelines still vastly outnumbers publications following them (Bustin et al, 2013). A properly optimized and validated assay is one of many prerequisites of the MIQE guidelines for obtaining accurate, precise, and reproducible data in qPCR. Frequently, researchers do not validate primers they acquire from peer-reviewed publications, other lab members, or from vendors. They make the assumption that researchers who published qPCR data using these primers validated them from the same type of material (the specific cells or tissues) of their current study, but this is often an incorrect assumption (Wang et al, 2012). Frequently, the primers procured from vendors have been designed in-silico with validation data not provided which does not conform to the MIQE guidelines (Bustin et al, 2011). Given that data quality and accuracy is entirely dependent on the predictable behavior of primers in each reaction, newly acquired assays should be fully validated for annealing temperature, specificity, reproducibility, efficiency and linear dynamic range using a representative DNA sample (Taylor et al, 2010, Mikeska et al, 2009). A qPCR instrument with thermal gradient capability will greatly facilitate these validation steps. Moreover, validation of primers is specific to sample type (cell lines or tissue types for example), RNA extraction method (column-based extraction versus TRIzol for example), type of supermix, and reverse transcriptase (RT) kit used. Independent primer validation should always be performed when any of these parameters are changed to avoid risking inaccurate gene expression results and eventually incorrect experimental conclusions (Opel et al, 2010).
The choice of using primer or probe based assays depends on multiple factors including nature of application, sequence and region of the gene of interest in the genome, number of targets to be detected, and the abundance of the gene of interest. If probe based chemistry is used in a qPCR experiment, validation of the primers should be done first to ensure the absence of amplification artifacts affecting the kinetics of the assay (Bustin et al, 2004).
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Thermal gradients for determination of annealing temperature
Annealing temperature is an important step in a PCR reaction and is one of the first validation steps that should be performed when new primers are evaluated. Optimal annealing of the primers to their target is critical determinant of amplification efficiency. To determine the proper annealing temperature, a 10°C to 15°C temperature gradient using a gradient enabled thermal cycler should be run around the theoretical Tm of the primers (approximately ±6°C around the theoretical Tm). DNA template used for this first validation step could be originating from plasmid, gel isolated PCR product, genomic DNA (gDNA) or complementary DNA (cDNA). However, it is recommended to use a pooled DNA template originating from the samples derived from different treatments or conditions of a project (Taylor et al, 2010). The objective of a thermal gradient is to obtain a temperature range that will generate amplification curve resulting in the lowest quantitative cycle (Cq) value without generating secondary products or primer-dimers. As shown in Fig 1, the optimal annealing temperature range of the primers in this example is between 55-58°C. When possible, using identical annealing temperature for the different primers in a typical qPCR project is highly recommended and permits running multiple primer pairs on the same plate during a qPCR experiment. Using consistent annealing temperature can also permit multiplex qPCR assays using probes with different fluorochromes.
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Figure 1. Validation of primers annealing temperature using a thermal gradient. In order to find the best annealing temperature range for a primer pair, a thermal gradient from 55°C to 70°C was run. Temperatures in the range of 55-58°C gave the lowest Cq value compared to temperatures in the range of 61-70°C.
 
 1.1 Melt Curve
Melt curves determine assay specificity by assessing the temperature dependent dissociation of double-stranded DNA. Running a melt curve ensures single products have been amplified in a qPCR reaction when using an intercalating fluorescent dye such as SYBR Green or EVA Green. To create a melt curve, the change in fluorescence intensity is plotted against gradual increase in temperature. Typical melt curves run approximately between 65-95°C with 0.5°C increments, and a 5 second hold at each temperature to read fluorescence intensity. A sudden drop of fluorescence intensity will be observed when the amplicon Tm is reached which is specific to the amplicon length and GC content. The first order derivative of a melt curve plot is typically represented in most qPCR software such that the melt profile gives a peak at the specific melting temperature of a given amplicon. Multiple or shifted peaks in a melt curve can indicate problems associated with primer specificity, cross DNA contamination, primer-dimers, or genomic DNA contamination. When these double stranded non-specific products are amplified in a reaction, the intercalating dye will bind to them and this leads to increased fluorescence intensity from the qPCR reaction, resulting in increased reaction efficiency over 100%. In turn, this leads to lower than expected Cq values and an over estimate of target DNA, which will affect accuracy of results and conclusions. Therefore it is critical to run melt curves on unknown samples, no template control (NTC) controls, no reverse-transcriptase (NRT) controls, as well as positive and negative control samples to ensure single peaks are detected.
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Figure 2. Melt curve analysis. A) A melt curve analysis is run to determine the melting temperature (Tm) of PCR products. B) A single melt peak is necessary to ensure that only one product is amplified by the primer pair and that no primer-dimer is produced. Creation of secondary products or primer-dimer can alter qPCR efficiency and will affect accuracy, precision, and reproducibility of results.
1.2 Gel Analysis and Amplicon Sequence 
It is highly recommended to run a sample of a qPCR reaction on an agarose or polyacrylamide gel when validating a primer pair – A polyacrylamide gel will generally resolve smaller fragments than an agarose gel (Fig 3). This will confirm that only one product is amplified per primer pair and that the size of the amplified amplicon is in concordance with the theoretical amplicon size. Finally, the PCR product should be sequenced in order to confirm that the primers definitely amplify the amplicon of interest. This will avoid the situation where primers might amplify a product unrelated to the original design, especially if the primers were not blasted to confirm that they only anneal to the gene of interest or when working in a partially or unsequenced genome.
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Figure 3. Image of amplicons amplified from qPCR assays. Amplified products of the PCR reactions were loaded on a 10% acrylamide gel to verify if the amplicon size corresponds to the theoretical amplicon length. The lack of secondary products confirms that a primer pair is only amplifying one amplicon. 
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Standard curves
The standard curve is created by plotting the logarithm of the DNA initial starting quantity on the x axis and the Cq values obtained on the y axis. The purpose of a standard curve will depend on the quantification method desired. Standard curves for absolute quantification are run primarily to assess the absolute concentration of a gene of interest in a sample. For this purpose, purified target DNA samples (such as plasmid DNA, extracted PCR product, or DNA spiked in a sample) should be used to generate a standard curve. A serial dilution of the standard is then run on a plate alongside unknown samples. The resulting Cq of the unknown samples are then fitted to the standard curve to measure the absolute concentration of desired sample (copies per µl for example). A standard curve should be run on every plate for absolute quantification experiments. 
Standard curves are also used to determine amplification efficiency, reproducibility, and dynamic range of each qPCR assay. This primer validation process is necessary prior to using each new primer set in a qPCR experiment. Primer validation is performed regardless of absolute or relative quantification in qPCR. An 8-point serial dilution done in technical triplicates (excluding the NTC) is usually recommended for validating primers when doing a standard curve (Fig 4). A precise standard curve with tight technical replicates (Cq standard deviation of the technical replicate < 0.25) is highly desirable (Fig 5). Ideally, the template used for assessing the standard curves would be a pooled DNA template coming from different samples/conditions of a project. The dilution used for generating the standard curve will be such that the last point of the standard curve should have no amplification or almost no amplification of the target (Cq > 35). This is done to ensure that the curve covers all the possible template concentrations that could be encountered during the qPCR experiment to produce the largest dynamic range for the assay.
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Figure 4. Standard curve. A 7-point qPCR standard curve was generated from a 1 in 10 dilution of a DNA sample using a primer pair . From the measured slope (m = -3.346), the qPCR efficiency was calculated (E = 99.0%). The fitness of the data to the standard curve was also assessed by evaluating the R2 value (0.998). The primer pair dynamic range for the PCR amplification was also assessed with a Cq range of 15 to 35. 
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Figure 5. Reproducibility of the standard curve. Tight technical replicates with a standard deviation < 0.25 is highly desirable when generating a standard curve. Stochastic effect of qPCR amplification for rare targets can be seen when Cq > 30. This results in poor reproducibility of technical replicates with associated standard deviation > 0.25. The no template control (NTC; orange line) shows no amplification, indicating the absence of primer-dimer formation.  
 
2.1 PCR amplification efficiency
The efficiency of a qPCR reaction is the degree at which the polymerase will convert reagents to produce an amplicon of interest. Many factors can affect the efficiency of a qPCR reaction such as amplicon length and sequence, primer sequence, impurities and inhibitors in the sample, and cycling conditions. The determination of the efficiency of a qPCR reaction is especially important if one is using the ΔΔ Cq calculation method (Pfaffl, 2001). Once the standard curve is generated, the efficiency of a qPCR reaction is then calculated from the slope of the log-linear portion of the standard curve (10-1/slope-1) (Bustin et al, 2009). The maximum rate of increase of an amplicon at every cycle is two-fold, which corresponds to an amplification efficiency of 100%. An optimized qPCR assay should have efficiency between 90-110% (Taylor et al, 2010). Both the target of interest and reference gene(s) used in a qPCR project should have optimal amplification efficiency. Moreover, the fitness of the data to the standard curve (how linear the data are) should also be assessed by evaluating the r or R2 value. Linearity of the data will indicate variability of Cq values across technical replicates of the standard curve. Ideally, an r value > 0.99 or an R2 value >0.98 is deemed desirable for a qPCR assay (Taylor et al, 2010). Noteworthy differences between the Cq values of the standard curve technical replicates will lower the r and R2. 
A poorly designed primer that shows non-specific binding and off target amplification will increase the amplification efficiency since additional fluorescence will be generated when using a non-specific fluorescent dye such as SYBR Green. Furthermore, formation of primer dimers and presence of contaminants might lead to increased amplification efficiency as previously discussed. Conversely, a primer that does not display 100% complementarity to the target mRNA will reduce amplification efficiency below accepted levels. Presence of secondary structures such as poly A tails in the amplicon can also cause the amplification efficiency to drop (Johnson et al, 2014).
2.2 Linear dynamic range of the standard curve and diluting samples per primer pair
The linear dynamic range of a standard curve is the range where the qPCR assay is deemed linear. This dynamic range should be assessed and would minimally cover 3 log10 of magnitude and preferably would broaden to 5 or 6 log10 concentrations. It might be necessary to delete points at one or both end of the standard curve to obtain an acceptable amplification efficiency and R2 value. This will then define the dynamic range of the qPCR reaction for a pair of primers across a range of DNA concentrations. It is crucial for any Cq value obtained from the qPCR experiment to fall within this linear dynamic range. If the Cq value for a particular sample using a pair of primer is lower than the lowest Cq value of the standard curve dynamic range, then that sample should be diluted so that the Cq value falls within the dynamic range of the established standard curve. The linear dynamic range of a primer pair will also define the dilution factor that should be used for the DNA samples. 
Given that a pooled DNA sample should be used as the starting point to define the standard curve, the middle point of the dynamic range of the standard curve should be targeted as the ideal dilution factor for every samples. For example, if the dynamic range for a primer pair is found to fall between Cq values of 20 to 30, a Cq value of 25 would be the target for the ideal dilution of the DNA samples. This would correspond to a delta Cq of 5 (25-20) and a dilution factor of 32 (25) would be recommended for that particular primer pair. It is thus possible that different dilutions of the same DNA sample will be used during a qPCR project for gene expression evaluation depending on the dynamic range of the different primer pairs that are part of a particular project.
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Conclusions
RT-qPCR is a technique commonly used in many laboratories for gene expression analysis. However, strict procedures must be taken in order to ensure accurate and reproducible qPCR results. Primers that are custom designed should be validated according to MIQE guidelines. The same validation step should be performed on primer sequences taken from the literature as many published primer sequences have not been validated to MIQE standards. Validation of the primers is one of many important aspects of the MIQE guidelines that target the reliability of qPCR results in order to improve the integrity of the scientific literature, reproducibility of results between laboratories, and ultimately increase experimental transparency.
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Quality Control in qPCR
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Introduction
Quantitative real-time PCR (qPCR) has developed into the central platform and gold standard for much of molecular research and molecular diagnostics. Behind this success is the development of routines for quality control, validation, and performance assessment. Recently a group of opinion leaders, coordinated by Professor Stephen Bustin, drafted the minimum information for publication of quantitative real-time PCR experiments “MIQE” guidelines that teach what information about assays and test performance shall be reported when submitting a scientific report for publication (Bustin et al, 2009), and the European Commission funded SPIDIA to generate routines and tools for quality control of the pre-analytical processes in molecular diagnostics, based on which the European Commission for Standardization (CEN) drafted nine new technical specifications that were launched during 2015, and the International Organization for Standardization (ISO) launched eight new projects within “Clinical laboratory testing and in vitro diagnostic test systems”. The National Institute of Standards and Technology (NIST), have made standard reference materials (SRMs) available for genetic analyses and the Clinical Laboratory and Standards Institute (CLSI) has developed guidelines and protocols to validate tests’ performance. These tools and methods are now available to the researchers through providers such as TATAA Biocenter and MultiD Analyses, whose GenEx software is today compatible will qPCR instruments from all the leading manufacturers. Forums dedicated to qPCR data analysis and quality control has also appeared. In this chapter we shall discuss the most confounding aspects of molecular diagnostics and present the tools available to deal with them.
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Testing the RNA quality and post sampling response
Sampling is arguably most critical for accurate molecular analysis and there are several challenges. One common complication is sample heterogeneity, with many different cell types being present is a sample and many of the cell types are themselves heterogeneous in terms of expression profiles (Kubista, 2015). This can be addressed by single cell profiling (Bengtsson, 2005), and detailed step-by-step protocols are now available (Stahlberg, 2014). Another complication is that upon sampling the cells’ environment changes dramatically, inducing a molecular response with many genes being activated, while others are repressed (Malentacchi et al, 2014). 
[image: ]
Figure 1. Schematic showing post sampling effects on mRNA levels.
For very small samples, from a single to a few thousand cells, direct lysis reagents have been developed, such as the Cellulyser (Tataa), that immediately lyse the cells, hence inactivating RNA metabolism, and stabilize the RNA. The direct lysis reagents are compatible with downstream molecular analyses such as RT-qPCR, allowing quantification of the transcripts without losses introduced by washing. Also for blood samples reagents have been developed that lyse the cells immediately and stabilizes the RNA for downstream applications. Comparison of direct lysis of blood samples with collection in traditional EDTA tubes reveals the impact of placing live cells in the very foreign EDTA medium that chelates (in particular) Mg2+ ions (Zhan et al). Divalent ions are common enzymatic co-factors and their removal has major impact on the transcript levels of many genes (Pazzagli et al, 2013). To preserve native expression levels in tissues samples they too have to be preserved, which for RNA analysis is preferably done by flash freezing (Kap et al, 2015). However, for routine samples morphological investigation is usually most important and those samples are preserved by formalin fixation and paraffin embedding (FFPE). This procedure does kill the cells and completely inhibits RNA metabolism, which preserves the native RNA levels; however, the procedure severely damages the nucleic acids, leading to very low and uncertain measurements that also may suffer from serious bias. Measured RNA levels may also be affected by transportation due to delays before the samples can be preserved and by storage. Usually storage itself, if done according to established procedures, does not impact sample quality, but the thawing of the sample does. When a sample is frozen, cells burst and nucleases get access to the nucleic acids. At low temperature (typically -80 ⁰C) enzymatic activity is negligible, however, as the sample is thawed nuclease will digest. Therefore, freeze-thawing shall be avoided and frozen material should be processed whenever possible (i.e., frozen tissue is placed in the bead mill). Purified nucleic acids are preferably frozen in stabilizing solution (Tataa). Exposure of nucleic acids to radiation (UV or x-ray) or to reactive chemicals may also severely compromise the nucleic acids. Despite all precautions taken to preserve the native levels of the nucleic acids, their quality should be tested prior to analysis. 
[image: ]Figure 2. The Amp principle. An Endogenous RNase Resistant (ERR) marker is targeted with two assays that produce amplicons of different length. Comparison of the Cq’s of the two different length amplicons reveals RNA integrity, while comparing the Cq’s of the ERR and a reference gene (RG) reflects the degree of complete RNase degradation.
Currently most common test for RNA integrity is to analyze its length distribution using electrophoretic methods on microfluidic platforms such as the Bioanalyzer (Agilent) or Experion (Bio-Rad), the ScreenTape (Agilent) or capillary electrophoresis such as the Fragment Analyzer (Advanced Analytical) and QIAxcel (Qiagen). Bulk RNA is dominated by ribosomal RNAs (rRNA) that make up about 85% of the total amount. Most eukaryotes have two ribosomal subunits composed of four rRNA molecules. In human these are 5S (121 bases), 5.8S (156 bases), 18S (1869 bases) and 28S (5070 bases), where S is the Svedberg unit reflecting sedimentation, and they are readily separated electrophoretically. The 28S, 18S and 5.8 S rRNA molecules are encoded by a single transcriptional unit and therefore produced in equal amounts, resulting in a defined relation between their electropherogram peaks for fully intact material. Because of the much larger sizes of the 28S and 18S rRNAs they dominate the electropherogram and integral RNA is characterized by two distinct peaks in the electropherogram. Degradation of RNA is reflected by the broadening of the 28S and 18S rRNA peaks towards faster migrating molecules and a general increase of background due to accumulation of degradation fragments of various sizes. Analysis of the entire electropherogram determines a score that reflects RNA integrity. Different platforms deliver scores calibrated differently; the most common being the RNA Integrity Number, RIN, originally introduced by Agilent.  RIN is a number between 1 and 10, where 10 reflects fully intact RNA and 1 totally degraded RNA. An analogues score is the RNA Quality Index (RQI) introduced by Bio-Rad, the RNA Quality Number (RQN) introduced by Advanced Analytical, RNA Integrity Number equivalent (RINe) introduced by Agilent, and the RNA Integrity Score (RIS) introduced by Qiagen. Although analyzing length distribution of RNA is today the far most common approach to evaluate RNA integrity, its relevance for gene expression analysis has occasionally been called into question. As outlined above the analysis reflects rather the integrity of ribosomal RNAs, which are quite different molecules from the 
 
messenger RNAs and microRNAs typically studied. rRNAs have compact structures and are found in tight complexes with proteins, while mRNAs have 3’ A-tail and 5’-cap that protect from nucleolytic degradation by binding proteins. mRNAs may also harbor internal sequences that are cleaved by endonucleases. Indeed, model studies of RNA degradation show rRNAs are degraded at quite different rates from mRNAs (Sidova et al, 2015). rRNA expression is further not expected to be appreciably affected by changes in environmental conditions, which may have profound effect on the expression of mRNAs (Rainen et al, 2002). The use of RIN to assess samples for miRNA analysis is even more questionable because of their very short length and empirical data supporting such correlation is limited (Ibberson et al, 2009). The impact of the chemical and structural differences between rRNAs and mRNA/miRNAs may further depend on the actual degradation mechanism. Still another limitation of electrophoretic assessment of RNA integrity is the precision when assessing samples of poor RNA quality. While high RIN/RQI values tend to be reproducible and reliable, repeated analyses of poor quality samples often gives highly varying values probably due to difficulties in modelling the low level signals and background. Our experience is measurements of RIN < 5 tend to be uncertain making conclusions ambiguous. This is a major limitation of the electrophoretic method, since borderline samples tend to have RIN < 5 and more reliable assessment of mRNA quality of these samples is highly desirable to distinguish between those where mRNA levels can be measured with reasonable accuracy from those where results would be so uncertain and unreliable that analysis is only waste of time and money.
Because of the limitations of the electrophoretic approaches molecular methods have been proposed to assess RNA integrity. One approach is the 3’/5’ assay, which exploits the proximity to the A-tail at the mRNA 3’-end (Nolan et al, 2006). Reverse transcribing the mRNA using oligo(T) primer most of the cDNA should contain the complement to the mRNA 3’-end sequence, while only full length cDNAs reverse transcribed from intact mRNAs will harbor the complement to the mRNA 5’-end sequence. Hence, by quantifying the presence of the 5’- and the 3’-end sequences of an mRNA using oligo(T) primed RT-qPCR, the ratio would be expected to indicate the fraction of full lengths mRNA and, hence, reflect mRNA integrity. Although the 3’/5’ assay has been reported to work well in some model system (Die et al, 2012), it has not been particularly useful for biological samples. One complication is that degraded samples contain many DNA and RNA fragments that may prime the reverse transcription and the required specific oligo(T) priming specificity is lost.  
A more recent molecular method called Amp employs amplicon length to assess mRNA integrity as well as induction (Björkman et al, 2015). It is based on using paired qPCR assays that produce amplicons of different lengths from the same target (Figure 2). A comparison of ΔAmpL/S = CqL –CqS and RQI on RNA degraded by formalin exposure under controlled conditions is shown in Figure 3.  For intact mRNA the Cqs of the short and long amplicons are virtually the same, while for fragmented RNA the Cq of the longer amplicon is increased relative to that of the shorter. ΔAmpL/S is very sensitive to the integrity of the mRNA and changes more smoothly than the RQI with formalin exposure. 
mRNA that is exposed to RNases remains predominantly intact as long it is protected from degradation at its 3’- and 5’-ends and when protection is lost the entire mRNA is rapidly degraded. ΔAmpL/S, comparing amplicons of different lengths is therefore not particularly sensitive to nuclease degradation. However, extensive screening has revealed some RNAs are inert to RNases. By instead comparing the Cq of such an inert RNA, referred to as Endogenous RNA Resistant (ERR) with the Cq of a reference gene (RG) the ΔAmpERR= CqRG–CqERR reflects loss of mRNA due to RNase degradation. Figure 4 compares RQI and ΔAmpERR for RNA degraded by RNases in tissue samples under controlled conditions. At modest degradation down to about RQI/RIN of 4 RQI/RIN and ΔAmpERR are congruent suggesting both approaches reasonably well assess the mRNA quality of the sample, even though the electrophoretic approach senses rRNA rather than mRNA. More extensive RNase degradation of mRNA is, however, sensed only by the ΔAmpERR. 
Radiation can also damage nucleic acids. UV radiation introduced thymidine dimers that cannot be transcribed or reverse transcribed. The modification, however, does not break the mRNA. It is therefore not sensed at all by electrophoresis and RIN/RQI assessment, while it is sensitively detected with ΔAmpL/S. (Die et al, 2012)
[image: ]Figure 3. ΔAmpL/S = CqL –CqS normalised also to time = 0 (and therefore presented as ΔΔAmpL/S) and RQI measured on samples exposed to formalin for different lengths of time.
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Figure 4. ΔAmpERR= CqRG–CqERR normalised also to time = 0 (and therefore presented as ΔΔ AmpERR) and RQI measured on tissue samples (liver piece or powder) exposed to room temperature for different lengths of time.
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Testing for inhibition
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Figure 5. Top: design of RNA and DNA spikes used at TATAA Biocenter. Bottom: Comparison of RT-qPCR responses of the RNA spike in a test and control sample reflecting no inhibition (left), RT-inhibition (middle), and PCR inhibition (right) in the test sample.
Many biological samples contain components that severely inhibit RT and PCR, such as hemoglobin, myoglobin, bile salts, humic acids, urea, and collagen (Radström et al, 2004), and require extensive purification. However, extensive purification leads to losses and is expensive and many workflows has to compromise on purity. Furthermore, many of the reagents used to purify nucleic acids, such us phenol, chloroform, guanidinium thiocyanate, guanidine HCl, EDTA, DMSO, SDS, Qiazol, Trizol and RNAlater, are most potent RT and PCR inhibitors themselves and will severely inhibit downstream molecular reactions if carried over. Since inhibition has profound effect on the quantification by RT-qPCR it is essential to have it under control. Note, it is not necessary to completely remove inhibition; in fact it may not be possible, but then all samples compared should be inhibited to the same extent and inhibition should be modest at most. In any sample that is inhibited differently from the rest RNA levels will be erroneously quantified. Inhibition can be tested for using exogenous controls, also known as spikes. The spike can be either an RNA or a DNA molecule, depending on the target. RNA spikes are preferred when controlling mRNA expression analyses, while DNA spikes are preferred for DNA targets. The spikes are typically a few thousand bases/base-pairs alien sequence so the assays do not cross react with any known targets. The RNA spike is further modified with a 5’-cap and a 3’-A-tail to mimic the properties of mRNA (Figure 5). The spike should be added ahead of the step tested for inhibition. When testing the workflow the spike should be added as early as possible to the reaction, since it will reflect the efficacy of the analysis from its addition. Although not practical in the majority of workflows, ultimate use of a spike is to microinject it into the cells thus controlling for the entire process of analysis. Care must be taken, though, not to add the spike into a matrix that would degrade it, while the endogenous target is protected, for example, by being encapsulate as viruses are in blood. We use spikes extensively when developing new workflows and analysis methods. One can then add different spikes at different steps of the protocol to test their specific yields and identify steps that are suboptimal. Spikes can also be used to compare procedures, protocols and kits. Note, though, that the spike reflects yield, while for accurate analysis reproducibility is the key factor. Reproducibility of a workflow is optimized by performing a fully nested pilot study to identify the most confounding steps (Tichopad et al, 2009). We use spikes in routine when we have reason to expect or fear that some samples can be exceedingly inhibited. In parallel to the test sample the spike is added to a control sample that should not be inhibited. The samples are treated identically and their responses are compared. If the responses are the same the test sample is not inhibited, while a difference reflects inhibition. RT as well as PCR inhibition increases Cq, while only PCR inhibition affects the shape of the qPCR response curve, making it possible to identify the inhibited step (Nolan et al, 2006) (Figure 5).
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Interplate Calibration
Large profiling studies can often not be fitted into a single plate and multiple qPCR runs are needed to analyze all the samples for all the markers. The data shall then be merged into a common analysis. A complication doing this is that qPCR instruments set base line as well as threshold level for readout of the Cq values separately for each run, which may introduce bias between the runs. There is no bias if an “All Samples Layout” or an “All Genes Layout” is used, since the differential offset between runs cancels, but may be substantial if the layout is mixed. A mixed layout requires using interplate calibrator to account for the bias. An interplate calibrator (IPC) is a PCR common to all the plates that is used to measure the bias: any variation in its Cq values across plates reflects interplate variation and is the compensation that should be made. The IPC should be a highly robust reaction, which is obtained using purified template at a concentration that produces rather low Cq’s where reproducibility is high (for conventional qPCR cycles the Cq of the IPC should typically be in the range 20-25 cycles) that is measured with a highly efficient assay. Furthermore, the IPC should be run in replicates to reduce random noise. When the reactions can be plated using either “All Samples Layout” or “All Genes Layout” IPC is not necessary. However, good practice is to include it anyway. It does not hurt, but if the study later is expanded with additional samples as well as additional assays, the IPC will be needed for the merging of the new data. It is quite straight forward to make your own IPC, just make sure it is stable at least for the duration of the study. Alternatively, IPCs are available from vendors, who provide IPC in aliquots that can be stored using one at a time to make sure all the reagents are from the same batch (Tataa).
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Figure 6. Layout for multiplate measurements illustrated for the case with24 samples analyzed for 16 markers. Top:  “All Samples Layout”, Middle: “All Genes Layout”, Bottom: an example of a mixed layout.
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Genomic Background
The primers used to amplify cDNA in RT-qPCR may also amplify any residual genomic DNA (gDNA) present. Although many protocols include DNase treatment, it does not remove the DNA completely because too harsh treatment is precluded by the limited specificity of DNases for DNA. Assays for cDNA are, whenever possible, designed to span introns alternatively to cross exon-exon junctions to suppress amplification of genomic copy of the gene. If the intron spanned is reasonably long (at least over 1000 base-pairs) the amplicon that would be produced from the genomic copy will be too long to be amplified efficiently when using limited extension time in the PCR. This design strategy usually works well. However, not all genes have introns and genomic amplification of those cannot be avoided. Furthermore, a significant fraction of genes have pseudogenes (in human about 15 %) and about 50% of those lack introns as they were produced by retrotransposition of the transcript. These pseudogenes will be amplified also by intron spanning primers. Pseudogenes are particularly common among housekeeping genes and the number of pseudogenes can be quite large: for example, in human 68 pseudogenes for GAPDH have been reported (Pei et al, 2012). Hence, genomic DNA background can be substantial even when using intron spanning primers.
Traditionally, genomic DNA background is measured by performing a parallel set of control reactions, where reverse transcriptase is left out. These RT- controls produce no cDNA and, hence, measure only the genomic DNA background. The difference in Cq’s between the RT- and RT+ reactions should be at least five cycles to consider the gDNA background negligible. This criteria has been used for years and is considered robust. However, the approach is costly, since all reactions, RT as well as qPCR, has to be run twice. Recently, Henrik Laurell developed a much more cost efficient approach called ValidPrime (Laurell et al, 2012). ValidPrime is a highly optimized PCR assay targeting a non-transcribed conserved locus present in exactly one copy per haploid genome. Hence, ValidPrime measures the gDNA background also in the presence of cDNA. Only ValidPrime is, however, not sufficient to correct for gDNA background in RT-qPCR, because it is not known how sensitive the assays used are for gDNA. Analyzing a gDNA standard with all the assays provides this information and correction is then possible:  
CqRNAGOI=-log2(2-CqRT+GOI-2-CqRT-GOI)
Where
CqRT-GOI=CqSampleValidPrime+(CqgDNAGOI-CqgDNAValidPrime)
The correction is exceedingly accurate and up to 50% gDNA can be accounted for.19 It also saves cost: analyzing m samples for the expression of n genes, traditional RT- correction requires m RT control reactions followed by mn control qPCRs, while with ValidPrime control RT reactions are not needed and m+n+1 control qPCRs are sufficient. ValidPrime kits are available for human and mouse as well as a general vertebrate assay (Tataa - ValidPrime). The human gDNA control included is calibrated against NIST SRM 2732 (NIST), allowing absolute quantification of the gDNA content. The kit also contains complimentary GenEx license for the analysis (MultId).
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Figure 7.Experimental RT-qPCR layout including correction for gDNA background with ValidPrime.
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Conclusions
Measuring an RT-qPCR signal with an assay targeting a transcript of interest is easy and the data generated often look good, but it is a different story if the signal truly reflects the amount of transcripts of the targeted gene that actually were present in the biological context. This has to be validated by performing relevant controls. We describe quality control measures to test for degradation of RNA, inhibition, genomic DNA background and we also provide means to compensate for interplate variation. These controls should be performed in addition to the optimization of the RT-qPCR protocol itself, which is described in the MIQE guidelines (Bustin et al, 2009). For inexperienced users and also for laboratories setting up these quality control measures for the first time hands-on training courses are available (Tataa).
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Introduction
RT-qPCR data are frequently normalized using internal control genes expected to have a stable level of expression across all samples of an experiment. The purpose is to eliminate external sample biases such as variations in total RNA content, RNA stability, enzymatic efficiencies or sample loading. Such control genes are called “reference genes” as recommended by MIQE (Bustin et al., 2009), formerly often referred to as “housekeeping genes”. The choice of suitable reference genes is absolutely crucial in RT-qPCR gene expression quantification. Historically, most laboratories have chosen genes having a “housekeeping” function to normalize RT-qPCR data, with the assumption that their expression level is likely to be constant in their experiment. 
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Problems related to the choice of reference genes
In the past few years, hundreds of studies have been published revealing that classically designated reference genes such as GAPD, ACTB, PPIA or B2M, fail to normalize well in certain contexts. This is primarily due to their inherent variability of expression in particular conditions. It has therefore been recommended to experimentally validate several reference genes in one’s own experiment and to use only those having a proven higher stability of expression (e.g. as selected using geNorm (Vandesompele et al., 2002)). 
A further problem with most classically designated reference genes like GAPD is that their transcripts are extremely abundant as compared to the transcriptome. Although this may theoretically not be an issue in RT-qPCR as long as the normalization is done within the linear range of amplification for each gene, this constraint is often not verified and biases may occur when normalizing weakly expressed genes with very strongly expressed reference genes. It is therefore recommended to include additional reference genes expressed in the lower or medium range of overall transcript abundance.
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Choosing appropriate reference genes
To address the main problems associated with classically designated reference genes, several laboratories have made use of the large collections of microarray data to identify novel reference genes having stable expression in selected biological contexts, such as a cancer type or a tissue type (Czechowski et al., 2005; Saviozzi et al., 2006; Stamova et al., 2009; Gur-Dedeoglu et al., 2009; Popovici et al., 2009; Lee et al., 2007). Experimental validation in those contexts proved these novel genes to perform better in normalizing RT-qPCR data than commonly used reference genes. The use of microarray data has therefore been proven to be a valid and useful approach for identifying condition-specific reference genes. Using a very large set of microarray data, Hruz et al. (Vandesompele et al., 2002) demonstrated that 
	a) no gene is universally stable across all conditions, and
	b) for every biological context, a distinct set of genes exists having the least variance of expression.
RefGenes (Hruz et al., 2011; Refgenes) is a free online tool developed specifically for this purpose. It allows users to choose a tissue or condition of interest, to identify genes being stable in the chosen condition, and to verify in-silico their expression stability across a wide compendium of perturbations. Once the identification and prioritization of reference genes based on microarray expression data is done, the identified candidate reference genes must be experimentally validated in one’s own experiment.  In general, it is not recommended to use less than three reference genes for normalization of RT-qPCR data.  
Short videos on how to use RefGenes are provided just below.
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Summary
 
qPCR analysis has emerged as the golden standard analysis method for the quantification of nucleic acids. The technique is robust, sensitive and specific making quantification more reliable and accurate than with alternative technologies (Kubista et al., 2006). Proper quantification requires that all sources to uncertainty in the measurements are considered when estimating concentrations and are indicated in the reported values as confidence intervals. In this chapter we teach proper MIQE compliant (Bustin et al., 2009) statistical analysis of qPCR data from the import of measured data from the qPCR instruments, data pre-processing and data analysis. All three methods of quantification: absolute quantification, relative quantification and expression profiling are covered.
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Data arrangement
When groups are compared, data are classically arranged with the measured Cq (explained variables) in columns headed with the experimental group label (explanatory variables). This arrangement provides easy overview of the data (Figure 7.1). However, it is not practical for advanced studies that may include more than one nominal factor or covariate (variable of metric character, e.g. time, age, dose etc.), multiple markers, replicate measurement, repeated measurements (same subject sampled repeatedly), multiplate measurements, etc. A more flexible approach is to arrange the data with samples as rows and all variables in columns (Figure 7.1). The format is readily generalized to any number of markers and additional columns and rows can be added that specify the experimental design, indexing samples, markers, plates etc. These are referred to as classification columns and classification rows and have labels starting with #. In the example shown in Figure 7.2, #Repeat indexes qPCR technical replicates (samples with the same index are replicates on the qPCR level). These are expected to be highly similar and shall be averaged during data pre-processing.
 
 
 
 
#Treatment indexes treatment groups that eventually shall be compared using a statistical test. Finally, the study is paired, meaning that each subject received both treatments and a sample was collected after each treatment. Paired study designs are more powerful, because the pairing reduces confounding variation. This elevates the power of the test and the experiment requires fewer subjects. It can be, for example, samples collected from all subjects before treatment and a second set collected after treatment. It can also be positive and negative samples collected from the same subject or genetically similar individuals such as siblings, identical twins or clones. A special type of paired study design is repeated samplings, used in more than two subsequent measurements. In general, the word “paired” is replaced by “repeated”. Specialized statistical procedures are available to analyze repeated samplings.
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Data import
The experimental design is defined in part by deciding on the experimental factors and covariates involved in the experiment and in part when the samples and assays are mixed while dispensed into the qPCR containers. This information is critical for proper analysis and mining of the measured data. This has been realized by several of the leading qPCR instrument and assay providers. Roche LC480 software for RealTime Ready custom and focus panels, for example, names all genes and samples, indicates reference genes, and specifies technical and biological replicates at various levels. This information is transferred to GenEx and arranged appropriately for downstream analysis using a wizard. A similar high level user friendly solution is provided by Exiqon, who offers a customized version of GenEx with a powerful wizard to read their miRCURY LNATM Universal RT microRNA PCR platform. On the BIOMARK microfluidic platform from Fluidigm, technical and biological replicates are indicated by the naming of assays and samples, and appropriate classification columns are created automatically. Data generated on other qPCR instruments can also be read by GenEx, including the Stratagene MX300X from Agilent, Realplex from Eppendorf, CFX96/384 from Bio-Rad, Eco from Illumina, and the many different qPCR platforms from Life Technologies. These efforts from the instrument manufacturers to transfer experimental design information automatically or at least semi- automatically into GenEx substantially simplify the pre-processing needed to prepare qPCR data for statistical analysis.
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Data pre-processing
For most studies performed today the ΔΔCq method is not sufficient to analyze qPCR data. Not that we are calculating differently, but the studies have become larger and the experiments more complex. In fact, for most studies performed today, it is not even possible to write a closed form expression to calculate the resulting expression response. Rather the measured data must be processed sequentially to account for the various aspects of the experiment. In particular, it is essential to correctly define the statistical unit (often referred to as a subject when organisms are used). Each unit should be associated with a single value for each variable to use common statistical methods. This value must, however, frequently be assembled from various measurements, i.e. responses of target and reference genes, estimated amplification efficiencies, etc. In order to integrate the process into a logical workflow, GenEx provides an intuitive wizard with the following sequential operations:
Interplate calibration
Many studies cannot be fitted in a single experimental run or for practical reasons have to be extended over time. qPCR instruments perform base-line correction and set threshold separately for each run, which introduces a bias between the Cqs measured in different runs. This bias can be compensated for by performing a common amplification in all plates, where the same sample is analyzed for a given assay. This sample is called Inter-Plate Calibrator, IPC. Any variation in the measured Cqs of the IPC among runs reflects systematic variation due to instrument factors and should be compensated for. It is sufficient to run a single IPC for each channel in the instrument if a common threshold and base-line correction is used. It is not recommended to perform separate inter-plate calibrations for each target. Since every correction adds confounding variation to the data, unimportant corrections shall be avoided, as they may impair data quality rather than improving it. For the same reason, it is a good strategy to use a robust sample for IPC and analyze it in replicates. In multiplate experiments, the runs and the inter-plate calibrators shall be indexed in classification columns. 
Efficiency correction
If PCR efficiency has been estimated, the measured Cq values can be corrected to account for suboptimal amplification. Typically, PCR efficiencies are estimated from serial dilutions run separately. The PCR efficiencies may then be listed in a classification row for automatic correction in GenEx. 
Normalize using spiking
PCR efficiency depends on the sample matrix. Usually it is assumed that the sample matrix and thus the PCR efficiency is constant. But occasionally there are variations, which can be tested for using an exogenous spike added to the samples. Differential expression of the spike between the test and a standard sample reflects the sample’s specific inhibition and can to some degree be accounted for. 
 
Normalize to sample amount
Measured Cq values depend on the sample input. This can be the sample volume processed, amount of RNA used for reverse transcription, or cell count. If sample inputs vary, data may have to be normalized. The sample input shall be indicated in a classification column. 
Average qPCR replicates
If qPCR replicates are available they shall be indexed in a classification column and their Cq values shall be averaged. 
Correct for genomic DNA background
When quantifying RNA levels using RT- qPCR, the assays may also amplify genomic copies of the target if the DNase treatment used is insufficient. The amount of genomic background can be assessed by measuring either NoRT controls or by using the ValidPrime approach. The contribution to Cq from the genomic background can be calculated and the Cqs corrected. 
Normalization with reference genes
In expression studies normalization to endogenous controls, such as stably expressed reference genes, is popular. In GenEx, you can normalize to any number of reference genes; you can even normalize sets of reporter genes to sets of reference genes to match the genes’ properties such as expression levels, stabilities, distribution in tissues, etc. It is also possible to normalize to the mean expression of all the genes (global normalization). Optionally, reference genes can be indexed in a classification row for automatic processing. Normalization to the expression of reference genes corresponds to calculating ΔCq in the classical approach. 
Average technical replicates
If additional technical replicates are available, such as RT, extraction, and sampling replicates, they shall be indexed in classification columns and averaged. 
Normalize with Reference Sample(s)
In some paired designs, systematic variation can be reduced by normalizing to the paired sample during pre-processing. 
Relative quantities
An arbitrary reference level is selected (which corresponds to ΔΔ Cq in the classical approach) and data are converted to linear scale ( 2-ΔΔ Cq in the classical approach). The reference level can be the most expressed sample, the least expressed sample, mean expression of all the samples, mean expression of a group of samples, or percentage (sum of the expression in all samples set to 1). It is also possible to convert the ΔCq values to an arbitrary linear scale ( 2 -Δ Cq ).
Convert to log scale
For statistical analysis with parametric methods, the data shall be converted to logarithmic scale. Available options are log2, log10, ln, and log(X+1).
All the steps in the workflow are not needed, since some cancel the effect of others. The appropriate steps depend on the experimental design, the controls and references that are available, and the analysis that will be performed.
In addition to the pre-processing work flow, GenEx has correction for missing data. GenEx recognizes two types of missing data, random missing (failed experiments) and non-random missing (off-scale data). There is built in handling of random missing data among technical replicates, which are replaced based on available information, in the course of the pre- processing. This is very useful, since the missing information can be ignored and is automatically accounted for. There are also several means to handle non-random missing or off scale data that are due to too low target amounts, which may bias the biological effect and invalidate the statistical inference in the majority of the statistical tests employed. Outliers in the data can be tested for based on standard deviation and the Grubb’s outlier test.
The pre-processing of data is logged and stored in a log file.
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Screening by correlation
Several companies, including Roche, Exiqon, Life Technologies, Lonza, Qiagen and TATAA Biocenter, offer pre-plated assays for smooth expression profiling and screening purposes. Data from those plates are readily read into GenEx. Rarely are all assays relevant for every study and a strategy is to analyze a few representative samples of each kind in a pilot study to identify differentially expressed genes to be used in a larger downstream study. This is readily done using the GenEx scatter plot (Figure 7.3). Replicated measurements can be compared to test the reproducibility between plates (top left), or screen for differentially expressed genes under two conditions (top right, bottom). Correlations between genes’ expressions can be quantified by calculating the Pearson or Spearman correlation coefficients. This is typically applied to larger number of samples and has, for example, been used to reveal correlations between genes expressed in individual cells (Stahlberg et al., 2010).
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Preparing the data for analysis
Groups for comparison are created using the GenEx Data Manager. Treatment groups or treatment factors in multifactorial studies, such as studies of the effect of gender or covariates such as age, time, or drug load, can be indexed in classification columns and used to assign subjects into groups automatically. The groups are assigned colors and symbols for plotting. A neat feature is that colors and symbols can be set independently, which makes it possible to assign subjects to multiple groups and identify these in plots by the shape, size, and color of the symbol. Even shades of colors can be used creatively to indicate various levels of covariates at ordinary scale (e.g. darker shade indicates higher drug load).
 
 
 
In the data manager, subjects and genes can be removed temporarily from analysis to compare results based on analyses of subsets of data. Data can also be mean centered (subtraction of the mean value) or autoscaled (subtraction of mean followed by division with the standard deviation) to change the weights of the genes/samples in analyses. This is particularly useful in expression profiling analysis, where genes having different expression levels can be assigned equal weights. For analyses that apply models based on measured data, such as the standard curve, reverse calibration, neural networks, self organized map, potential curves etc., samples (and genes) can be assigned either training or test. Training data are used to create the model, which is applied to classify the test samples. The various analyses available in GenEx are listed in Table 7.1.
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Standard curve and reverse calibration
Amounts of pathogens in field samples can be quantified using qPCR by comparing the measured Cqs of the field samples with those of standard samples by means of a standard curve. Representative data arrangement is shown in Figure 7.4. In addition to the measured data, the concentration of the standards is given in a classification column. Additional classification columns can be used to index replicates and to identify the standard and test samples. Any technical replicates shall be averaged during pre-processing and the averaged Cq shall be considered a single data point. Independently prepared standards are treated as different data points, while replicate measurements of field samples are averaged and used as a single more precise estimate. Groups are created in the GenEx Data Manager and assigned either test or training status. Samples can also be reversibly removed from analysis (Figure 7.5). A confidence level is set for the analysis.
 
 
 
 
 
The standard curve is the best straight line fit of the Cqs measured for the standard samples to their concentration in logarithmic scale (Figure 6). It is calculated using linear regression and defines the intercept, which is the Cq expected for a sample containing a single template molecule, and the slope. From the slope, the PCR efficiency is estimated. GenEx also calculates the uncertainties in the estimates of the slope and the intercept, which are reflected by the dashed lines in the plot as the Working-Hotelling area, and the confidence interval for the PCR efficiency (Figure 7.6). It is essential to calculate the confidence information since it reflects the precision of the estimated efficiency. In this example, the precision of the estimated efficiency is quite high, because a large number (21) of standards was used and a wide concentration range was covered (6 logs). In the literature, we frequently see standard curves based on a substantially lower number of standards. The PCR efficiencies estimated from such standard curves are highly uncertain and any corrections made are unreliable.
 
The residual plot shows the deviations of the standard samples’ measured Cq and their predicted Cq by the standard curve (Figure 7.6). If the straight line standard curve is adequate to model the data, residuals should fluctuate randomly. If the model is inadequate, runs of positive and negative residuals will be seen. GenEx performs a statistical test for the number of runs, and if they are too few, warns that the linear standard curve may be an inadequate model. Outliers are readily identified visually in the residual plot and GenEx further uses the Grubb’s test to support the removal of outliers. In general, no more than one outlier should be removed from a standard curve (EP6-A, Vol 23, no 16 (2003). Approved guideline NCCLS). If multiple outliers are indicated, the approach used is likely to be unstable and should be overseen. When replicates are available, the residual plot also reveals if noise increases at low concentrations.
A reliable standard curve is critical for accurate estimation of the concentrations of field samples, which in GenEx are referred to as test samples. The estimates improve if the field samples are available in replicates that can be averaged to reduce confounding variation. Concentrations of the unknown samples are estimated by entering the standard curve at the measured Cq and reading out the log of the concentration on the x-axis (Figure 7.7). The Working-Hotelling area, which reflects the prediction uncertainty, is wider than before because of the additional error contribution from the measured Cq. GenEx calculates confidence intervals for the estimated concentrations. The confidence intervals are symmetric around the mean in logarithmic scale, while they are asymmetric around the mean in linear scale (Figure 7.7). The uncertainty in the estimates is larger than what most people think. Even though the standard curve in the example is based on 7 concentrations of standard covering 6 logs, each measured in triplicates for a total of 21 readings, and the assay has 96% efficiency, the uncertainty in the estimated concentrations of the unknowns is substantial. For example, for “Test 1”, estimated concentration is 46700 copies, with the 95% confidence interval: 31000 – 61000 copies! With less accurate standard curve, the precision in the estimated concentration would be even worse.
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Limit of detection
The limit of detection (LOD) is “the lowest amount of analyte in a sample that can be detected with (stated) probability, although perhaps not quantified as an exact value”, with analyte here referring to the targeted nucleic acid (World Health Organization (1995) document WHO- BS/95.173, and EP17-A, Vol 24, no 10 (2004). Approved guideline NCCLS). For classical tests, when a signal is measured against a background, LOD is estimated from the standard deviation of the blank readout at the standard curve intercept. This approach is, however, not applicable to qPCR, which, due to its real-time readout, gives no reading for a negative sample (Cq for a blank sample is formally infinity). Instead, for an analytical process that involves qPCR, LOD can be estimated from multiple standard curves (Burns et al., 2008). A minimum of six is recommended and concentrations around the expected LOD should be assessed. The measured data are transferred to binary format indicating positive and negative PCR’s and the fraction of positive calls at each concentration is calculated. LOD is the concentration at which replicates are positive at the stated rates (e.g. 95 %). GenEx fits the measured positive rates at different concentrations to estimate the LOD (Figure 7.8).
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Selecting reference genes
With qPCR, the amount of target molecules in a sample is measured rather than their concentration. A large sample is expected to contain more target molecules than a small one and to compensate for the effect of size, normalization must be applied. There are several options as to normalize. A popular option in gene expression analysis is to normalize with reference genes, since this should not only compensate for variation in sample amount, but also for variations in extraction yield, reverse transcription efficiency, and RNA quality. In the early days of PCR, genes needed for basic housekeeping functions were thought to have stable expression and could serve as references. Experience has shown this is not always true, and before a gene is used as a reference, this assumption should be validated. Criteria for a good reference gene is that it has a stable expression among samples and that its expression is invariant of the treatment applied. Stability of expression is reflected by the standard deviation (SD) of biological replicates. However, we cannot just take a set of samples, measure the Cqs and calculate the SD’s, because we do not know how to normalize the samples for this exercise. Of course, we can use the same amount of RNA in the analyses, but then, how do we know that all samples were extracted and reverse transcribed with the same yield, and that they have the same mRNA/totalRNA ratio and the same RNA quality? Furthermore, if we were to assume that we can evaluate genes’ expression stabilities based on samples normalized to the same amount of RNA, then we would have already decided that total RNA is the best norm. The gene selected based on minimum SD measured on samples having the same amount of RNA will be the gene that shows a variation that correlates the most with that of total amount of RNA, and we may then as well normalize to the amount of RNA directly. If we suspect that the total amount of RNA is not the best norm, we have to identify optimum reference genes using different strategy.
 
 
 
An appropriate approach to select reference genes is a special form of analysis of variance, which in qPCR literature is best known as using the tool Normfinder (Andersen et al., 2004). Normfinder is applied to a panel of candidate reference genes that is analyzed in a set of representative samples. In essence, Normfinder calculates a global average expression of all the genes in all the samples, to which the individual genes are compared. Based on this comparison, SD for each candidate reference gene is estimated. Furthermore, if the samples are from different treatment groups, Normfinder separates the variation into an intragroup and an intergroup contribution. Figure 7.9 shows an example where reference genes were sought for an obesity study in mice, where wild-type mice and an obese strain were compared. The genes were selected from the TATAA reference gene panel, which was measured on seven representative mice from each strain. The intragroup variation estimated is the SD of the genes in the different treatment groups, while the intergroup variation is differential expression and sums to zero for every gene over all the groups. Good reference genes shall have low intergroup variation in all groups and negligible intergroup variation.
 
Good strategy using Normfinder is to inspect the calculated intra and intergroup variations to identify any genes that appear regulated or exceedingly unstable and remove them from the data set using the GenEx Data Manager. Normfinder analysis is then repeated without considering the groups, since the remaining genes are not regulated. This produces more robust result with a single SD estimate for each gene, based on which the genes are ranked (Figure 7.10). The gene with lowest SD is the optimum reference gene. GenEx also calculates the accumulated SD expected if multiple reference genes are used for normalization. If we use larger number of reference genes, random variation among the genes’ expression partially cancel reducing the SD. Comparing the SD contributed from different number of reference genes selected based on stability, a minimum in the accumulated SD plot is obtained, indicating the number of reference genes that give the lowest SD (Figure 10). However, analyzing more genes cost time and money, and one should consider the degree of improvement and the overall noise contributed by the reference genes when making a decision. In the example, the largest improvement is observed when including the 2nd reference gene; including additional reference genes only slightly improves the result. Furthermore, the noise contribution from the best reference gene is only 0.05 cycles and as little as 0.04 cycles when combining the two best reference genes. Considering that the repeatability of a qPCR instrument is rarely less than 0.1 cycle (estimated as SD of technical replicates), using more than one reference gene, and definitely more than two, will in this study not improve the quality of the data appreciably.
Using Normfinder, normalization with reference genes can be compared to normalization with total RNA by adding an extra column in the data sheet with the RNA concentrations per analyzed sample in logarithmic scale (Figure 7.11). The algorithm is ignorant of the nature of the variables, and will compare their variation. For the data in our example normalization with total RNA is essentially as stable as normalization with PPIA, which is the single optimum reference gene here. In this study the samples analyzed were flash frozen biopsies from mouse brains, from which RNA of very high quality (RIN 8-9) was extracted. Our experience is that for samples with high quality RNA, normalization to total amount of RNA is often as good as normalizing with a single reference gene. In samples of poor RNA integrity, or when expression may have been induced, normalization with reference genes is preferred.
An older method to identify good reference genes that still is being used is geNorm. It uses the same input data as Normfinder, but it does not consider groups; all samples are treated as being from a single population. geNorm sequentially eliminates the gene that shows the highest variation relative to all the other genes based on paired expression values in all the studied samples. The variability is reflected by a so called M-value (Figure 7.12). Because of the elimination process, geNorm cannot identify an optimum reference gene, and ends up by suggesting a pair of genes that shows high correlation and should be suitable for normalization. The M-value is related to the SD, but as calculated, the M-values for the genes are based on different sample sizes and are therefore not strictly comparable. Furthermore, as the comparison of any individual candidate gene is performed toward a plurality of genes, assumed to resemble most closely the anticipated stable behavior, it is prone to systematic failure where group of co-regulated instable genes may be involved in the analysis. Any such co-regulated complex of instable genes may dominate over the stable genes and hence point at deviant genes as candidates. Usually, the gene rankings by geNorm and Normfinder are similar, which is reassuring. Should the rankings differ, there would be a reason to suspect the selection to include one or more regulated genes, and the result should be interpreted with caution.
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Relative quantification
Treatment groups are readily compared visually in bar graphs using descriptive statistics (Figure 7.13) and statistical comparison is made using ANOVA (one factor, two or more levels) or 2-way ANOVA (two factors, two or more levels each) or, in the case of two groups, with either t-test (paired/unpaired, 1-tail/2-tail) or non-parametric tests (Mann-Whitney, Wilcoxon). The difference between the groups is shown in either linear or logarithmic scale and the confidence interval is indicated (Figure 7.14). Note that the confidence interval of the differential expression is asymmetric when data are presented in linear scale. When expression of many genes is compared, GenEx offers several means to control for the false discovery rate due to multiple testing, including Bonferroni, Benjamini-Hochberg, Westfall & Young, and Benjamini-Yekutieli (Figure 7.15).
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Expression profiling
T-test and ANOVA are univariate methods that analyze the expression of every gene separately, effectively assuming that the genes are expressed independently of each other. This is rarely the case; genes’ expressions tend to be correlated. This correlation can be exploited in the analyses using multivariate statistical methods. GenEx offers several unsupervised as well as a selection of supervised methods to classify samples and categorize genes based on expression profiles. Unsupervised methods classify samples and genes based on the measured profiles only. They include classical hierarchical clustering combined with heat map, which can be based on various clustering schemes including the Ward’s algorithm and several distance measures including the Euclidian distance and the magnitude of the Pearson correlation. While the Euclidian distance clusters genes based on similarities and consider up-regulation and down-regulation being opposite, hence anticorrelated, distance based on the magnitude of the Pearson correlation considers up-regulation and down- regulation to be correlated. The latter is useful to classify, for example, genes that show the same temporal response to treatment independently of the genes being up or down-regulated. The clustering is visualized in a dendrogram, which in GenEx can be mirrored in every node. Mirroring in a node changes the visual appearance of the dendrogram, producing an equivalent mathematical solution. A small Self Organized Map (SOM) can be used to force classification into a defined small number of groups based on expression similarities. SOM can also be used to validate a classification model, based on the distribution of samples/genes in a large map. Principal Component Analysis (PCA) groups samples/genes based on correlated expression in reduced space. Figure 7.16 shows example of hierarchical clustering, SOM, and PCA of genes expressed during the development of the African claw frog Xenopus Laevis from the oocyte to tadpole stage (Bergkvist et al., 2010). Hierarchical clustering of sample and genes can be combined showing also the measured intensities in a heat map (Figure 7.17). The appearance of the heat map can be changed in GenEx within equivalent mathematical solutions by mirroring the dendrograms’ in nodes.
 
Supervised methods require a training set of samples with known classification; for example, negative and positive samples, or short, medium and long term survivals. A model is developed based on the training set that can be used to classify new data (in GenEx called test data). The procedure is similar to a regression based on standard curve, but here it is based on multiple genes and the model does not have to be linear. Supervised methods available in GenEx include Partial Least Squares (PLA), which is used to calculate a single standard curve based on the expression of multiple genes to predict concentrations or other measures of test samples. Potential Curves is a variant for prediction of new data based on PCA, and Artificial Neural Network (ANN) and Support Vector Machines (SVM) are multivariate non-linear methods to classify samples. Logistic regression, Probit, Receiver Operating Characteristics (ROC), and Survival Analysis will soon also be available.
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Experimental design
Designing experiments is more difficult than analyzing results. In a well designed experiment, confounding variation is minimized and the number of subject is sufficient to obtain conclusive results. A good strategy is to perform a fully nested pilot study before specifying the test protocol for a larger study (Figure 7.18) (Tichopad et al., 2009). Figure 7.19 shows the result of a nested pilot study wherein three heifers were studied by collecting three blood samples of each that were reverse transcribed in triplicates, and each cDNA was analyzed in triplicate using qPCR. Using a nested ANOVA, the variation arising from the different experimental steps can be estimated and expressed either as standard deviations or as variance contributions (Kitchen et al., 2010). While β-actine and Caspase-3 show generally low standard deviations in all steps, Interleukin 1- β and Interferon- γ levels varied substantially among the heifers.
 
For liver samples, the picture was different, with the data evidencing large variation in the sampling step. Knowing the costs associated with the different experimental steps, the follow up study can be cost optimized. For example, for genes exhibiting SD = 0.1 cycle for the qPCR and RT steps, SD = 0.2 cycles for the sampling/extraction step, and SD = 1 cycle for the variation among the animals, and assuming a cost of 1 unit for the qPCR, 3 units for the RT, 10 units for sampling/extraction, and 100 unit for each animal, with a total budget of 1000 units, the best we can do is to analyze 8 animals, sample each animal once, perform RT in triplicates and qPCR in duplicates.
 
The total standard error (SE) for this study is expected to be about 0.36 cycles (Figure 20). Using the same tool, the SD among animals analyzed with a single sample collected from each animal, RT performed in triplicates and qPCR in duplicate is estimated to 1.02 cycles. This can be fed into a Power analysis to estimate the number of animals needed to ensure a particular difference with certain confidence and power. If we accept 5 % false positive rate (95 % confidence) and 5 % false negative rate (95% power) we construct a graph showing how many subject are needed to measure a particular difference due to treatment, For example, to measure a 2-fold difference (ΔCq of 1) we require under these criteria 15 animals (Figure 7.20).
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Introduction
Quantitative PCR (qPCR), (also known as real-time PCR) is one of the most widely used molecular biology techniques in basic research, quality control operations, diagnostic applications, and RNA/DNA quantification services. qPCR can be used as a standalone method or in combination with other techniques, such as next generation sequencing (“NGS”) and gene expression technologies (DNA microarrays), for which it is generally used as a supporting quality- and quantity-control tool.
 
 
qPCR was one of the first “big data” molecular biology techniques, as the large volumes of data produced are not simple machine readouts or DNA fragment images, and cannot be directly or quickly interpreted by laboratory personnel. To understand qPCR data, appropriate data analysis methods must be applied. Compounding the complication, qPCR results are highly dependent on several user-controlled parameters, such as the quality of the experimental design, wet-lab performance, process quality control, and data analysis. Due to the high sensitivity of qPCR assays, even the slightest contamination of samples, reagents or equipment can degrade the quality of the results. Minor mistakes can be expensive – repeating experiments requires additional time and reagents, which are expensive, and samples, which may be difficult or impossible to replace. To ensure reliable and accurate results, qPCR was one of the first techniques that required users to undergo specific training to master the various steps, including study and experiment design, good and clean laboratory practice and precision pipetting as well as “dry lab” data analysis and quantification protocols.
 
It is expected that errors will be introduced by inexperienced users who are at the beginning of their scientific careers, such as undergraduate students or researchers new to pipetting small volumes. However, even researchers who have considerable experience in qPCR can produce poor results. Laboratories in which qPCR is not the main technique for detection and quantification of nucleic acids, but rather a supporting technique, are particularly vulnerable. Users in such laboratories might perform qPCR occasionally for validation of DNA microarrays or preparation of libraries for NGS. Often multiple users are involved in a research experiment, introducing inter-operator variability and other sources of variation that can affect the end results. These issues are particularly problematic in regulated environments.
 
In this chapter we highlight why and how automation — specifically advanced liquid handling and information management software — improves traceability, complies with Minimum Information for Publication of Quantitative Real-Time PCR Experiments (MIQE) guidelines (Bustin et al., 2009) and standardization, and eliminates or decreases inter-operator variability. All this is becoming increasingly important even in non-regulated scientific research as it leads to enhanced reproducibility of scientific discoveries, which has recently become a new initiative of the United States National Institutes of Health (NIH), one of the world’s argest grant funding organizations (Collins et al., 2014; Principles and Guidelines for Reporting Preclinical Research). We also discuss certain conventional practices, point out the differences between good and poor methods, and offer  solutions.
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Standardization of workflows
The first organizations requiring standardized qPCR workflows based on internal needs or external regulations were industrial and diagnostic laboratories performing routine operations.. Such workflows must accurately define each step (e.g, sample preparation, nucleic acid extraction, assay design, experimental conditions, and data analysis), and must include a standard operating procedure or similar document. Additionally, each step requires quality control checks, allowing the user to determine whether the workflow is proceeding properly or to describe any errors that may have occurred during the procedure. To eliminate contamination and ensure accurate and reproducible results, the laboratory must invest in reliable equipment, regular maintenance and validation plans for the equipment, and proper working conditions (e.g., clean environment and processes that regulate a one-way flow of samples).
 
“Standardization of workflows can reduce errors but cannot eliminate them.”
 
However, even under optimal laboratory conditions, qPCR results are heavily dependent on many factors relating to the reaction, including amplification efficiency of primer–probe combinations, the physical properties of target DNA or RNA regions, the quality of the nucleic acid extraction protocol, the sample matrices and the cycling conditions. Some assays perform differently with different combinations of nucleic acid extraction protocols, sample matrices or cycling conditions. To reduce user-introduced error, industrial and diagnostic laboratories must validate their own qPCR assays or use validated commercial diagnostic kits (which shorten the validation process drastically) and use welldefined workflows and reagents.
The use of commercial kits is less common in basic research and non-human diagnostic laboratories, because they are not readily available (kit manufacturers emphasize human diagnostics).). Researchers in these labs also tend to distrust commercial kits that do not completely disclose reagent composition, target information, and assay validation results. As an alternative, researchers often must design and validate qPCR assays themselves or use those methods found in the scientific literature. The scientific freedom to design individual assays and experiments results in non-standardized workflows. To address this, a growing number of researchers are using MIQE guidelines to standardize their qPCR workflows with the purpose of increasing the reliability of published qPCR data, while maintaining experimental freedom. Even with this level of standardization, variation between samples can still occur, especially when different types of samples or matrices are used.
 
Validation of entire qPCR workflows for diagnostic applications requires more elaborate principles than those provided by the MIQE guidelines, and must take into account regulations for the specific diagnostic field, e.g. genetically modified organisms or medical molecular diagnostics (Broeders et al., 2014; Raymaekers et al., 2011; Wallace et al., 2013; Zel et al., 2008). In certain cases, inter-laboratory tests (ring tests) should be performed to ensure that the execution of the assay in different laboratories give consistent results, meaning that the assay is reliable and robust.
 
Standardization of workflows can reduce errors but cannot eliminate them. Increased traceability enables laboratories — whether academic, industrial or regulated — to detect errors, providing a basis for preventive and/or corrective measures and thus complementing standardization efforts.
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Traceability
Assuring traceability of test samples with their results is one of the biggest challenges faced by industrial laboratories, particularly in diagnostics. Traceability is essential for service providers working in regulated environments, such as those under International Organization for Standardization (ISO) and Good Laboratory Practice (GLP). In these laboratories, it is frequently necessary to locate data for a particular sample that may have been analysed months or years ago. It is necessary to record and track every assay parameter, reagent, and piece of equipment used to verify the sample identity with its corresponding results. Such tracking requires superb traceability and is usually enforced by complex quality-assurance systems. Unfortunately, quality-assurance systems, which are generally very time consuming and expensive to implement and maintain, can become an independent source of errors. Eventually, after the data are recorded and stored, there is still a system requirement for retrieving desired information as quickly as possible.
 
“Organizations that provide research grants and scientific journals that publish peer-reviewed articles consider traceability increasingly essential for ensuring the quality and reproducibility of results.”
 
Scientists in basic research environments that do not require such stringent regulatory requirements are understandably less willing to take on these additional steps to ensure accurate sample traceability. Usually the entire traceability of the sample from the beginning of the experiment to the end depends on the willingness of an individual researcher to diligently collect and record all necessary information in laboratory notebooks. Of course, laboratory notebooks do not offer a systematic method for collecting and recording relevant information and distinguishing it from irrelevant data, and when this task becomes tedious, relevant information can be omitted. In addition, finding information in print laboratory notebooks can be time consuming.
 
However, organizations that provide research grants and scientific journals that publish peer-reviewed articles consider traceability as increasingly essential for ensuring the quality and reproducibility of results (Collins et al., 2014; McNutt, 2014). Modern molecular biology techniques, starting with qPCR, are much more complex than their predecessors, particularly with respect to documenting and analysing results. The extensive raw data produced by qPCR requires expansive data-storage capacity. Standard rules for data analysis do not currently exist, and, depending on the scientific goal, various  methods can be applied to the same set of data, each using different data analysis protocols and parameters. It is imperative that the sample identity, experimental method, data analysis, and corresponding results are stored together for easy retrieval in the event the experiment needs to be repeated or verified at a later date. 
 
As emphasized here, it is also important to balance the need for good laboratory practice with the need for scientific freedom that allows creativity. Tools are clearly required to help scientists in all laboratories cope with the demand for sample traceability when using these modern methods and the immense volumes of data that they produce.
 
Section 4
[image: ]
Inter-operator variability and transfer of knowledge within institutions
Unlike industrial, diagnostic and service environments, which  are all highly regulated, standard operating procedures do not exist for non-regulated laboratories when designing qPCR assays, performing experiments, or analysing data.. Generally, any guidelines that are applied are usually non obligatory. Researchers often use laboratory-specific methods to obtain results and, due to the individual and focused nature of the research, may not need to share them with colleagues.. Protocols are frequently adapted from published work, including improvements developed during previous projects, and passed on from one work group to the next. Many published protocols are difficult to reproduce due to the lack of experimental details in the publication. Similarly, protocols that are passed from one researcher to the next as laboratory notebook entries may require user interpretation that can result in large inter-operator variability.
 
In laboratories where the same person performs and diligently documents all the experiments for a particular project, inter-operator variability is not an important concern. However, it becomes increasingly important in laboratories with high turnover rates for students and technicians as well as large, multi-scientist projects. Information can be lost when transferring data from one worker to the next: handwritten notes can be difficult to read, and data can be difficult to find if the experiment date is not known or many notebooks are involved.
 
 
Unlike regulated industrial and diagnostic environments, where the protocols must be validated prior to use and executed in the same way by different operators, standardization of methods in unregulated laboratories are allowed to happen gradually if at all. In an ongoing effort to standardize workflows and minimize inter-operator variability, it is necessary to transfer protocols to standard operating procedures (SOPs) and rigorously monitor changes with forms, checklists, and signatures. The increased requirements for sample traceability will demand additional resources and solutions that ensure traceability without corresponding increases in user workloads. Software solutions such as electronic laboratory notebooks (ELNs) or laboratory information management systems (LIMS) are often used to implement traceability, however even these systems are not  ideal as we will discuss later in the chapter (Machina et al., 2013a; Machina et al., 2013b).
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Applying MIQE guidelines to automate qPCR workflows
 
To address problems that arise from lack of documentation of qPCR experiments, Stephen Bustin et al. (2009) published the MIQE guidelines in a novel attempt to encourage scientists all over the world to perform and publish qPCR experiments in a standardized way. The concise and well-conceived guidelines details how qPCR experiments should be designed, performed, and documented by all researchers to increase confidence in the results.
 
In this section, we present the parallel flows of information required for method development and physical processing of the samples (e.g., DNA, RNA) during qPCR and how these flows are addressed in automated work solutions for qPCR experiments.
 
 
 
Previously, laboratory automation was limited to  liquid handling instruments (“pipetting robots”) that  transferred liquids in routine applications. As the software became more advanced, more sophisticated instruments have been developed that incorporate  standardized workflows, implement traceability, and minimize inter-operator variability.
 
Automation of qPCR experiments involves two key sources of information management: 1)experiment-specific information, including sample source, assay reagents, reaction mixture compositions, QC controls, cycling conditions, qPCR cyclers, etc. and 2)liquid-handling information including pipetting tasks, lab ware templates, volume restrictions, and general liquid transfer methods (i.e., sample dilutions, reagent preparations, and combining samples with reagents).
 
Available solutions for both information requirements vary with respect to sophistication and appropriateness for direct application to qPCR. Several groups developed or customised LIMS and ELNs to address these issues. These systems are often limited to specific research domains and types of data (e.g., genotyping, protein production, protein–protein interaction, two-dimensional gel electrophoresis) and target-specific laboratory tasks (e.g., sample management, laboratory workflows and protocols, documentation) and are not well integrated with liquid handling equipment. A list of existing LIMS and ELN solutions is available on this link.
 
The expanding qPCR market has encouraged solution providers to develop additional and specific tools for qPCR:
•	For experiment-specific information: PCR or qPCR-specific plugins are now available for ELNs, and qPCR-specific ELNs have been developed (see Slider 8.2).
•	For liquid-handling information: PCR- and qPCR-specific software modules developed for liquid-handling instruments make it increasingly easy to execute qPCR experiments. Available systems vary with respect to flexibility, qPCR-specific documentation and traceability, and ease of integration into the information flow (see Figure 8.5 and Table 8.2).
 
Recently, attempts have been made to merge the experiment-specific information with the liquid handling aspects of qPCR automation. There is a clear tendency towards automated liquid-handling instruments that provide an increasing number of information management functions, such as a qPCR assay repository, the ability to create flexible, new versions of singleplex or multiplex qPCR assays, generation of print-ready reports detailing the qPCR run setup, and integration with external devices, such as qPCR cyclers. These developments offer valuable aides for standardization and traceability and indicate that a growing number of MIQE requirements are being automated.
 
Here we discuss the nine sections of the MIQE guidelines that are relevant for automation.
 
 
Nomenclature
 
The first task undertaken for the standardization of qPCR was to develop a certain nomenclature ensuring that workflows are easy to understand for a wide audience and that terms and abbreviations, such as “Cq” for quantification cycle, are unambiguous. All automated qPCR solutions should adopt this nomenclature if they have not already done so.
 
Sample preparation
 
Information relating to sample preparation , including where and how the samples were obtained, stored, and prepared, is very important and should be properly recorded, particularly when different types of samples (e.g., different tissues) from the same organism are being tested. Additionally, samples of the same origin may require different experimental approaches, such as the preparation of serial dilutions, the details of which should also be recorded.
 
Sample preparation information should be recorded in lab notebooks or into a LIMS/ELN system immediately after each step to reduce the risk of losing the information. Ideally, this information should be recorded at the same time and location as the sample acquisition. Obtaining samples from the field presents special challenges to the information recording process.
 
When using automated solutions, the information flow through different parts of the qPCR workflow, such as sample preparation and automated liquid handling, should be integrated to ensure traceability. Using unique sample names or sample containers (e.g., microcentrifuge tubes) that are clearly identified using, for example, a barcode, can facilitate sample documentation. Additional descriptors can be added to samples such as dates of DNA/RNA isolation, source of sample, organism, tissue type and similar.
Nucleic acid extraction
 
In most qPCR laboratories, RNA or DNA extractions from crude sample preparations are performed manually or with dedicated automated instruments using columns or magnetic-beads. In some cases, liquid handling instruments with specific nucleic acid extraction add-ons can be used. Nucleic acid extraction instruments are typically standalone devices and have very limited input and output capabilities. Generally, information management for traceability purposes depends entirely on the users and poses a possible source of error. Regardless of the number of instruments used for nucleic acid extraction and QC methods and where the corresponding details are stored, it is essential that information about the protocols used for preparing each sample can be easily accessed.
 
Nucleic acid quality control (QC), usually an integral part of nucleic acid extraction, is also typically performed on dedicated instruments. QC results should be linked to the original sample names.
 
Advanced automated liquid-handling instruments that do not include nucleic acid extraction and QC steps can integrate such information (for example, as a user-input comment) or, at least, link liquid handling information to samples, increasing the traceability.
 
Fully integrated systems for automated liquid handling document workflows through nucleic acid extraction, QC and raw Cq results. These systems are typically tailored to a specific and completely standardized qPCR application, such as human forensics. These dedicated systems are too expensive for most research labs, in which qPCR setups vary from run to run.
 
qPCR protocol
 
The MIQE standard requires that several parameters related to processes prior to the qPCR assay are recorded in the following MIQE steps: qPCR target information, qPCR oligonucleotides and qPCR validation.
 
Conventional automation approaches (automated liquid handling or software management systems) typically do not document these steps. Individual experiments (e.g., determining limit of detection) can be executed as separate qPCR experiments, and users are often required to manage and document these steps manually in external resources. As in other aspects, industrial laboratories and regulated environments typically provide more consistent documentation procedures than do research laboratories. However, documentation of these qPCR protocol steps is not currently as well supported as other steps of the workflow. Additional software management systems will likely be developed for guiding users through the assay validation steps or for providing advanced “validation modules” for automated liquid handlers.
 
Currently, the only MIQE step directly related to routine qPCR runs that is addressed by automation is “qPCR protocol”. The most advanced automated systems available store detailed qPCR protocol information, including the volumes and concentrations of individual reaction mixture components (template DNA or cDNA, primers and probes, DNA polymerase, Mg2+, buffer). Such systems can also calculate the volumes required based on the number of reactions that will be performed, which may change from one qPCR run to the next (see Figure 8.9).
 
Currently, users must manually set up the liquid handling tasks for each run, especially in research environments where plate setups change from run to run. In such environments, conventional liquid handling automation can easily become cumbersome, as plate setup is time consuming, tedious and a source of error. In the future, automated solutions will probably allow the user to select from lists of samples, qPCR protocol(s),labware, and plate setups, and will include autocalculations for reaction mixtures and dilutions,  based on these selections. To allow this, qPCR protocols (information about qPCR assays, qPCR controls, number of sample replicates, dilutions, etc.) will need to be completely separated from run execution.
 
qPCR experiments are frequently integrated into larger experiments. It is therefore critically important that automated solutions handle information input and output so that the flow of information is not interrupted and that repetitive manual data entry, a frequent source of error, is no longer required. For example, information input can be as simple as simple lists of samples that can be transferred to a LIMS. Information output can be settings for specific qPCR thermocyclers, including the plate layout and detector information. Such solutions can ensure the following:
•	As many steps as needed can be automated, reducing inter-operator variability.
•	Information is entered only once and is automatically distributed to databases, downstream files, software, and instruments, reducing the sources of human error.
•	Detailed information is automatically collected and stored more quickly and accurately than can be expected from information entered manually, improving traceability.
 
One such advanced solution that is currently available is the PIPETMAX qPCR Assistant (Gene Expression Signature in Peripheral Blood as a Marker of Parkinson ’s Disease). This qPCR workflow software package ensures reproducible, flexible and traceable qPCR runs. Singleplex and multiplex qPCR runs are easily created based on operator-supplied answers to simple questions about their qPCR experiments. Master mix preparation, sample dilution, and reaction plate preparation are automated with extensive documentation including a qPCR thermocycler set-up file that ensures off-liquid-handler traceability. This package ensures MIQE “qPCR protocol” compliance (see this video).
 
For researchers that do not have automated liquid handlers, information management systems that facilitate qPCR experiments and support manual pipetting to a high degree are available as well (see Figure 8.5).
Data analysis
 
qPCR data analysis can be divided into at least two sectors: 
•	Quality control performed in the qPCR thermocycler software (e.g. baseline settings, threshold settings, amplification curve inspection, melt curve analysis, etc.)
•	Quality control performed at the Cq level followed by data analysis that may be performed in independent downstream software
 
Several experimental, environmental, and instrumental controls are required for every qPCR assay and must be reviewed before data analysis can be performed to ensure the sample data are reliable. The most commonly used controls in qPCR are presented in Figure 8.10.
 
 
 
The most commonly automated data analyses are the QC check (review of all controls) and the qualitative check, which determine the presence or absence of a target in a sample. These two steps are sufficient for qualitative diagnostics, and fully automating such systems is relatively straightforward. Some thermocycler manufacturers have included advanced qualitative data analysis modules in n the qPCR thermocycler software. Other laboratories develop their own in-house solutions, which are subsequently incorporated into their LIMS systems or rely on qPCR-specific systems providing full traceability and compatibility with various standards of quality assurance (e.g., GENEIO from BioSistemika).
 
In addition to the qualitative approach, a vast array of applications is available for quantitative qPCR data analysis, making it possibly the most variable step in the entire qPCR workflow. As a consequence, this step is the least standardized, and fewer automated solutions are available than for the other steps. The data analysis workflow usually starts with initial QC check provided by the qPCR thermocycler software. The Cq data are then exported, re-formatted (if required) and imported into downstream software. In addition to Microsoft Excel and Open Office Calc, qPCR-specific software tools, such as GenEx (Tataa Biocenter), qBase+ (Biogazelle), RealTime StatMiner® (Integromics) and qPCR thermocycler software providing modules for qualitative and quantitative analysis, are commercially available for this purpose (Pabinger et al., 2014; list of relevant qPCR-related software at gene-quantification.info).
 
The drawback of combining several different software for data analysis is unavoidable manual manipulation of data, such as sample information entry into qPCR thermocycler software, which is often not performed by users, and importing raw Cq data into the downstream software. When sample names are not initially entered into qPCR thermocyclers, the data must be entered post-run, creating a possible source of error. In some cases, data exported from cyclers must be reformatted or reorganized (e.g., to combine technical replicates, arrange by serial dilutions and group samples from a particular assay). The necessary copying and pasting of information presents an additional source of errors.
 
To date, no automated system that complies fully with the MIQE “Data analysis” step for all current qPCR applications is yet available.
 
Other data relevant to qPCR experiments
 
In addition to the data described above, MIQE guidelines require that several types of information are available for each qPCR experiment, including data from nucleic acid extractions (purity, RNA integrity, etc.), information related to qPCR targets (database accession number of each target and reference gene, locations of primers and probes, sequences and concentrations of each oligonucleotide, BLAST results, etc.), and information about users contributing to the experiment.
 
Currently, this information is usually written in laboratory notebooks and presents the problems discussed above. An automated qPCR system that enables attachment of external files, such output from instruments performing RNA integrity, will increase traceability and save time for experiments and must be MIQE compliant for publication.
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Pitfalls of using software automation
The approaches described above improve the ease of performing qPCR, increase the reliability of the results and improve traceability. However, implementing such software into an existing laboratory operation requires investment: both with respect to finances, as the software must be purchased or developed, and time, as implementation can take more than one year. The extent of these investments is largely determined by the software solution chosen.
 
Implementing automation solutions is costly because every laboratory has their own established system, which likely has several unique aspects, including differences in protocols and reagents, laboratory equipment, regulations, standards as well as to “soft factors”, such as the culture within the institution. Ultimately, each user has his or her own “style”. Off-the-shelf solutions are not designed to meet individual laboratory needs and setup procedures. Therefore, laboratory software providers often customize their system based on the requirements of the laboratory as communicated to the software developers. Such customized solutions are often “buggy”, expensive, non-intuitive and not user-friendly.
 
Whereas larger institutions can afford the time and effort to implement customized systems, small laboratories or research groups, which may have only a dozen members, cannot afford to halt experiments for an entire year and do not have the budget for the laboratory software. To address the needs of such laboratories, a new kind of software must be developed that is easy to implement, provides basic features and allows intuitive customization. Such solutions should cost significantly less than solutions for large laboratories and should be successfully implemented in matter of days with the necessary early customer support.
 
An often overlooked yet important aspect of new software implementation is the acceptance of the software by the operators and other users. This is especially important when the cost of the software requires a decision at the management level. Operators that feel the new software inhibits their work routine, is not intuitive, or does not contain features they need, often bypass the software or use the old system, manually entering the data into the software. Lack of acceptance can undermine the usefulness of the software and add other costs to the purchase price.
 
 
The complexity of the software can also introduce important issues. Some systems require extensive training for the people who operate them. In laboratories with high employee turnover, knowledge transfer about operating these systems can be problematic. Instruments with simple and easy-to-use software provide obvious advantages. The ideal automation software should be easy to integrate into existing systems, easy to use and offer effective return on investment (ROI). Such challenges can be observed for example in the existing ELN market (Machina et al., 2013a).
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Arguments for investing in advanced automation solutions ensuring traceability and reducing inter operator variability
 
 
As discussed above, advanced automation solutions bring several advantages to qPCR laboratories, including improved traceability, increased comparability between runs, and improved reproducibility of results. However, despite these advantages, the return on investment (ROI) must be considered by every laboratory before purchase.
The cost of failures that threaten compliance to regulations in industrial and regulated environments is usually very tangible and extremely high. Therefore, the investment for advanced automation solutions is easily justified in these environments.
In contrast, costs of errors or failures are relatively low in scientific research laboratories and the ROI is more difficult to estimate. However, it is becoming increasingly expensive to perform qPCR and newer techniques, and granting agencies are increasingly setting requirements for standardization (Collins et al., 2014; see also the European Pharmaceutical Review qPCR in-depth focus). In this new environment, scientists are starting to view traceability and standardization as improvements rather than obstacles to scientific freedom, and, correspondingly, advanced automation solutions are becoming more common in these laboratories that strive to achieve the highest levels of verifiable science.
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Conclusions
qPCR plays an important role in various areas of basic and applied science such as drug discovery, advanced diagnostic methods, systems biology,  etc. which are frequently funnelled to industrial and service settings. Results generated by users therefore need to be trustworthy and verifiable. This is increasingly being adopted and requested by major grant-awarders including the NIH. How is verifiable data generated? Through thoughtful experimental design, by careful and traceable execution of lab experiments performed with quality instruments, and the use of integrated and sophisticated software programs. The most fundamental approach in achieving verifiable science in the laboratory is standardization of experimental procedures. In the qPCR arena this was achieved by introducing the MIQE guidelines. In this increasingly digital era, traceability of not only the lab workflow, but of the immense “big data” generated and analysed is becoming increasingly important. By implementing traceability we can identify errors more rapidly and take measures to avoid them in the future. 
We are entering into an age where scientists will be required to use more sophisticated experimental techniques, but will have less time to generate reliable results. Therefore, the scientific community will need equipment and tools that more easily enable verifiable science. . This points to the development of automated and integrated workflow solutions that incorporate standardized experimental procedures as well as validated data acquisition and management software plans.
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Application Notes
Precise Evaluation of Plant RNA Extraction Methods with Automated RT-qPCR Assay Preparations (Application Note)
Normalization of DNA and RNA Samples with PIPETMAX® Normalization Assistant (Application Note)
Expression of Oxidative Stress Genes in Human Stem Cells in Physiological Versus Atmospheric Oxygen Levels (Poster)
Gene Expression Plant – Virus Study Monitoring Potato Virus Y (PVY) with Real-Time PCR (qPCR) Results Using the PIPETMAX® 268 (Application Note) 
Gene Expression Signature in Peripheral Blood as a Marker of Parkinson’s Disease (Application Note)
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MIQE Guidelines and          microRNA
How to overcome the challenges of qPCR on short RNA 
targets and generating accurate and reliable data
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Summary
 
MicroRNA qPCR is a very powerful and accurate tool for quantification and profiling. In many ways, microRNA profiling is similar to any other kind of RNA profiling using qPCR. In other ways, however, the experiment needs to be adapted to fit the unique challenges associated with microRNAs. 
In this chapter, we will present some of these challenges and how they can be resolved. Learn how to set up and perform your microRNA qPCR experiment according to the MIQE guidelines. Find out what controls to choose and how to avoid technical and biological variation. Get valuable tips on how to work with complex samples, such as FFPE and biofluids, and how to perform the normalization and data analysis.
By following the tips and guidelines presented in this chapter, you will be well-equipped to setup your own MIQE-compliant microRNA qPCR experiments to get the most out of your samples.
Section 2
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Introduction to microRNA
microRNAs are very short regulatory RNA – typically around 19-23 base-pairs long. They are of interest to researchers for various reasons: for one, they have turned out to be important in gene regulation, but just as importantly their expression levels may change with disease states making them excellent biomarkers, e.g. in cancer (Lu et al, 2005). They are more stable compared to other RNA species, mainly because of being part of protecting protein complexes. Furthermore, microRNA are secreted to the bloodstream where they are found in protein complexes, exosomes – protecting them from the otherwise rapid degradation of RNA in blood (Cortez et al, 2011; Arroyo et al, 2011; Valadi et al, 2007).
 
microRNA are excellent biomarkers
Learn more about microRNA as biomarkers and microRNA in biofluids including serum/plasma.
 
Read how other research scientists work on developing microRNA disease biomarkers.
 
 
As interesting as microRNAs are, they are also difficult to detect. The first hurdle is their small size. In qPCR, one would typically design two primers each of roughly 20 nt which is the same length as a microRNA. If using probe-based detection, the probe should be localized in a third, independent location for added specificity. For obvious reasons, this is not possible with such short targets (Figure . - A). Adding to this, many microRNAs are closely related in families where sequences only differ by one or two nucleotides, making it difficult to design discriminatory assays (exemplified by the let-7 family shown in Figure . - B). Finally, the GC content varies greatly between different microRNAs (Figure . - C). 
 
qPCR detection of microRNA is more difficult than for longer RNA
There are examples of microRNAs with GC content over 90% (Figure .), in which case it is difficult to design assays without too high self-complementarity or off-target cross-reactivity. In the other end, some microRNAs have as little as 25% GC. In these cases, using the entire microRNA sequence for one primer results in a Tm as low as 50ºC, making it unsuitable for qPCR under normal amplification conditions (see online presentation for details).
Nevertheless, several strategies have been employed to overcome these general challenges in microRNA detection. Over the past few years qPCR has become the most widely used method for the study of microRNAs. It is fast, extremely sensitive and offers linear detection over several orders of magnitude. microRNA qPCR arrays can profile microRNAs on panels in a matter of hours and offer linear ranges of up to 7 orders of magnitude (example: miRCURY LNA™ Universal RT microRNA PCR). The most sensitive systems allow individual microRNAs to be accurately quantified from as little as 1pg total RNA. This level of sensitivity enables microRNA profiling from difficult samples such as FFPE, samples collected using laser capture microscopy, and biofluids including serum, plasma and urine.  However, in order to get biologically relevant results, it is important to set up the qPCR experiment correctly.
 
LNA™ Technology for microRNA qPCR
Learn how the LNA™ Technology can improve the sensitivity and specificity of microRNA qPCR primers:
 
Watch the LNA™  movie
 
Improving performance of microRNA qPCR. Four good reason to use LNA™-enhanced qPCR primers
 
 
When studying microRNA expression in a biological setting, e.g. when comparing different disease stages, even very small changes in microRNA expression levels may be biologically significant. Yet, it will require a sufficient number of samples and correct normalization to reveal the differences with statistical significance. An insufficient number of replicates may obscure discovery of small but important differences. Poor normalization can lead to incorrect conclusions regarding the magnitude of regulation and even direction of fold change when studying differential expression. Proper study design and reliable normalization is therefore critical when analyzing differences in microRNA expression. 
 
 
"Even very small changes 
in microRNA expression levels may be biologically significant"
 
 
The MIQE guidelines (Bustin et al, 2009) serve as a check-list on which parameters to consider and document when performing qPCR experiments. In this chapter, we will go through the steps involved in setting up a microRNA qPCR study in compliance with the MIQE guidelines and explain how to perform the normalization and data analysis. 
 
Much of what is described in this chapter is also presented in this webinar.
 
Section 3
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Setting up the study
There are several important parameters to consider when setting up a qPCR study to ensure obtaining correct data. In this section some of the most important parameters will be discussed, such as array format, sample size versus sampling method, number of replicates and types of controls.
Note that the revised MIQE guidelines state that you should provide, as a minimum, the sequence of each qPCR amplicon when publishing. For microRNA analysis, the sequence of the microRNA targeted is considered sufficient. However, do note that miRBase updates may involve changing the microRNA sequence and/or name while keeping the accession number constant. For this reason, it is important not to provide the microRNA name or miRBase accession number only, but the actual microRNA sequence the assay was designed for.
 
Try miRSearch to learn more about your microRNA of interest. Find historic miRBase annotations for any microRNA. 
 
 
Choosing your format – screening versus validation 
In setting up, first of all you need to decide on the format of your microRNA qPCR study. If you are screening samples without any pre-existing knowledge of what results to expect, then a large number of targets is desirable (e.g. a full miRNome panel). The purpose of the screening is to select targets of relevance for subsequent validation. However, screening a large enough set of samples for strong statistical answers on a large number of targets (>700) may be prohibitively expensive. To overcome this hurdle, you may apply the strategy of initially screening a relatively small sample size, in acceptance of weaker statistics. The strong statistics should then be obtained with a reduced number of selected targets on a panel of custom selected microRNA assays, but using a much larger sample size (Figure .).
 
The optimal sample size of a qPCR study
What is the ideal study sample size? The answer to this question is not simple. The sample size needed to get a statistically relevant answer from the study depends both on the inter-sample variance, the introduced technical variation, and on the expected amplitude of differences the study is intended to show. If looking for very large differences in a homogeneous sample type where a low biological variance can be expected (i.e. 10-fold changes in treated versus non-treated cell culture), you may not need a large data set to show differences that are both biologically relevant and statistically significant. However, when searching for small differences in a very heterogeneous sample set where a high biological variance can be expected (i.e. two-fold changes between disease states, measured on biopsies from a tissue type with a complex cell content from a diverse set of human individuals) you may need a very large number of samples within each group in order to obtain statistical significance for the biologically relevant differences. 
 
If you have knowledge of the expected biological and technical variation in the study, performing a power analysis can be a very helpful tool to evaluate the number of samples needed. The power analysis can be performed in a simple way e.g. using the experimental design feature in a data analysis software such as GenEx qPCR analysis software, or one of many free online tools (an overview of tools can be found at statpages.org).
 
Determining the number of replicates in each step of the study
The purpose of performing replicates of any test is to remove noise caused by biological variation and technical variation, and calculate statistical confidence intervals. It is important to evaluate the necessity of including both biological replicates (e.g. individuals and/or samples) and technical replicates (e.g. RNA extractions, RT and PCR reactions) in the study.
 
"The number of replicates should
never be lower than three"
 
Which replicas should be performed depends on which steps introduce the most variation. The number of replicas depends on the level of variation, but should never be lower than three. If only two replicates are performed, and they vary widely, it will be impossible to determine which one is the outlier – three replicates allow identification of outliers, and allows performance of statistical tests on the data.
 
Minimizing biological variation 
Biological variation arises mainly from the differences between individuals. The aim of a study is usually to identify differences between two or more biological groups. Biological variation within groups may be low if the group to be studied is very homogeneous (genetically and environmentally). This could be true for in-bred animal strains, and if the specimen of interest is cell culture the variation may be close to negligible. On the other hand, if the population to be studied is very heterogeneous, the biological variation within groups could be very large and therefore necessitates a high number of biological replicates. Heterogeneous populations are samples collected from a general population which could include a mix of ethnicities. Hence, samples from clinical studies including microRNA biomarker development studies are typically heterogeneous.
 
In summary, designing a study on a very homogeneous biological population has the advantage of keeping biological variation within groups low, thereby allowing the identification of small differences even within a reasonably low number of biological replicates. This, of course, is at the risk of hiding important biological differences in a larger population. On the other hand, using a heterogeneous study population will increase the chance of discovering important differences within the groups – but the higher level of variation may result in the need for a prohibitively large number of biological replicates in order to reveal these differences.
 
 
Avoiding technical variation  
No technical manipulation of samples is performed exactly identically each time. The result of this is introduction of a certain level of variation with each step of sample manipulation. This can be countered by performing technical replicates. In general, qPCR studies comprise many different experimental steps and thus many potential points for introduction of technical variance. This is also the case in microRNA qPCR (Figure .). Which types of technical replicates make the most sense to perform depends on the relative levels of variation each step introduces (Figure .). For example, if the extraction procedure introduces a lot of technical variation while the PCR step is very reproducible, performing replicates at the PCR level may not improve the dataset – while replicates at the extraction level may remove a significant amount of noise and thereby reveal statistical significance to biological differences.
 
"A robust qPCR platform will help 
minimize technical variation"
 
Sampling is a technical step which is often ignored, but mentioned in the MIQE guidelines for a very good reason. The process of sampling and subsequent handling prior to extraction may in fact introduce significant technical variation often confused as biological variation. If the sample to be studied is a biopsy taken from a complex tissue type with many different structures and cell types (such as the kidney), three samples taken from the same individual may well be very different. On the other hand, three consecutive blood samplings from the same individual, taken at the same time, would probably be quite similar unless hemolysis was introduced at phlebotomy. Similarly, the speed and method of sample conservation as well as the length of storage may highly influence the data obtained (find tips and information for sampling biofluid samples here)
 
Another point to consider in the design of a study is the RNA extraction method used. Different extraction methods may introduce different levels of variation, thus affecting the need for replicates. This becomes particularly important if you are interested in microRNA expression in biofluids such as serum, plasma, urine or cerebrospinal fluid (McAlexander et al, 2013). In most sample types, the majority of RNA comes from the larger RNA types such as mRNA, tRNA and particularly rRNA. However, if the sample is a virtually cell free biofluid, no large RNA species are present, whereas microRNAs are sufficiently expressed for an analysis to be feasible. Guidelines for profiling of microRNA in serum/plasma and other biofluids are found here.
 
As recovery of RNA is never 100%, starting out with a low level of total RNA of which the microRNA composes a large proportion can result in a significant loss of microRNA during extraction, resulting in lower yield and higher variation in your experiments. This may be improved by adding a microRNA-free RNA carrier, e.g. bacteriophage MS2 total RNA or yeast tRNA (Andreasen et al, 2010). 
 
Carrier RNA
 
The purpose of adding carrier RNA during the extraction is to increase the total RNA amount as well as the RNA complexity in a sample as detailed below.
 
The increased RNA concentration will have the effect of minimizing loss of specific RNA template due to stickiness of plastic, extraction filters etc. This is particularly useful in samples types with low concentrations of total RNA such as serum/plasma or synthetic RNA targets.
 
The increased complexity works to increase low-energy DNA duplex formation, thus competing for undesired unspecific bindings such as primer-dimer formation. Examples of carrier RNA not containing microRNA are MS2 bacteriophage total RNA and yeast tRNA.
 
"Minimize microRNA loss 
by adding carrier RNA"
 
Also to consider is the quality of the sample RNA. The MIQE guidelines require measurement of RNA integrity. For microRNA, there are several things to consider when looking at RNA integrity. The first is that measuring the RIN or similar will not tell you whether or not microRNA was degraded, since 1) they are already in the short end and 2) degraded longer RNA will show up around the size section containing microRNA. 
 
Furthermore, microRNA are known to be more stable, so degradation of longer RNA may not necessarily mean that the microRNA fraction is compromised too. However, degradation of microRNA may still take place, and measuring integrity will make you aware if this is something that should be considered in the data interpretation – but just as importantly highly degraded RNA increases the risk of unspecific amplification for some detection platforms (Becker et al, 2010). 
 
Apart from measuring RNA integrity, a good way of estimating the quality of sample is by analyzing a small set of selected endogenous and spike-in control assays prior to larger screening (see Figure ., and the miRCURY™ microRNA QC PCR Panel instruction manual). This will be indicative of issues with the sample preparation and/or qPCR inhibition, and will allow omitting samples of compromised quality from a large, costly screening, and thereby allow saving resources.
 
RNA spike-ins
 
It is important for any qPCR experiment to ensure that the quality of the input RNA is sufficiently high for effective amplification. By introducing spike-in RNAs during RNA isolation and cDNA synthesis and comparing the qPCR results to those from endogenous reference genes, important information regarding the quality of the samples can be obtained
 
Learn more here.
 
Determining the amounts and sources of variation: Nested ANOVA
Setting up a large experiment may be both costly and time consuming. If you already know the sources and magnitudes of variation in your study, the previously mentioned power analysis (0) can help you calculating the number of samples and replicates needed. However, if you do not have this type of knowledge it may be helpful to perform a smaller pilot study with the purpose of determining these factors. From this it can be decided which replicates to perform, and how many biological samples are needed within each group. Such a pilot study can be performed through a nested design where three replicates are performed at each potential level of variation and the results are  analysed using a nested ANOVA (Tichopad et al, 2009, see Figure .). If you are using GenEx for your data analysis, you can also find help in designing and analysing your nested experiment here. Furthermore, good discussions and help can be found at www.qPCRforum.com.
 
 
Cq values 
 
Different types of qPCR cyclers use different terms for their metric of quantification (Ct, Cp, TOP). In line with the MIQE guidelines suggestion, the standardized nomenclature quantification cycle (Cq) covering all of those therms are used here.
 
Selection and use of controls for optimal data validation 
In order to ensure that experiments have performed well, and enable troubleshooting if they have not, it is always a good idea to include a number of controls. How many and which are relevant depends on the type of study and the main risks inherent to the study. The experimental controls include various types of negative and positive controls.
 
Setting up the correct negative controls 
Negative controls are important for two purposes of equal importance: One is to reveal potential contamination in the experiment, and the other is to determine background levels for each assay. Background may arise from contamination, primer-dimer formation, or non- specific amplification and can result in an amplification curve with a high Cq in a SYBR® Green assay. The different types of negative controls reveal different potential issues.
 
Overview of negative controls explained in the following:
→	No template control (NTC) 
→	No enzyme control (NEC)
→	Mock RT reaction 
 
The no template control (NTC) 
A No Template Control (NTC) in the PCR reaction (using water or buffer as template) will reveal if the water or master mix used has been contaminated. An NTC in the Reverse Transcription (RT) reaction (RT on water or buffer) will equally reveal if the RT reagents have been contaminated (but it will not be possible to discriminate between contamination of RT reagents or PCR reagents). Both types of NTC will also reveal if primer-dimer is an issue. A blank purification may be used for studies involving biofluids. It should be noted that because the primers are present in relative high concentration, they may show increased tendency to form primer-dimers relative to when a template (RNA and DNA) is present. This type of negative control can thus be too stringent.
 
The no enzyme control (NEC)
This is an RT reaction performed without enzyme, but with RNA template. It will reveal if there is any DNA contamination in the RNA sample (either genomic or amplicon from previous experiments). DNA contamination is not considered a large problem with microRNA analysis, since virtually all the available methods are essentially free of detecting genomic DNA. At the same time, the RNA in the NEC will act as carrier and help prevent primer-dimer formation. Thus, the level of primer-dimer (if any) is likely to better resemble the level of primer dimer formation in a biological sample than is the case for the NTC.
 
The mock RT reaction 
This is an RT reaction carried out on carrier RNA only. It may reveal unspecific amplification levels. If performing this control, it is important that the carrier RNA is free of any microRNA. Bacteriophage MS2 total RNA or yeast tRNA are examples of commonly used carrier RNA. This control becomes particularly important in experiments where carrier RNA has been used in the extraction, as it will reveal if the carrier used causes increased background. An even better option for the mock RT control may be to perform a mock extraction (extraction of carrier only), and use this as template in an RT reaction, corresponding to an NTC. This will additionally reveal any potential contamination during extraction. 
 
Purpose and use of positive controls
The purpose of positive controls is to allow monitoring the quality of the extractions, samples and reactions, and to aid in troubleshooting if the results look sub-optimal. There are several options for good positive controls. Figure 4 shows an example of how positive controls can be employed as quality controls, using a small selection of endogenous and spike-in controls.
 
Overview of positive controls explained in the following:
→	Synthetic spike-in RNA in RT reaction
→	Synthetic spike-in RNA in the extraction
→	microRNA specific positive controls
 
Synthetic spike-in RNA in RT reaction
Adding a synthetic RNA template as spike-in in the RT reaction will allow checking if the cDNA synthesis has worked well. In addition, RNA spike-ins can give indications for the presence of inhibitors, either in the RT or PCR reaction. Not all assays are equally sensitive to different inhibitors. This means the presence of some inhibitors may not be revealed by the spike-ins. Therefore, it would also be recommend monitoring the efficiency of all assays, as described in the subsequent section “Quality control using SYBR® Green".  
 
Synthetic spike-in RNA in the extraction
A spike-in RNA template can also be used to monitor the uniformity and efficiency of the extraction procedure. In this case, the spike-in should be added to the sample lysate with or immediately after the lysis buffer – otherwise, degradation of the spike-in is a significant risk. The spike-in(s) added to the extraction should be different from those added to the RT reaction – otherwise it will not be possible to discriminate between problems with the extraction and problems with the RT or PCR reaction. 
 
microRNA specific positive controls
In case of no amplification signal in the qPCR, troubleshooting may be carried out to discriminate between a true negative (the microRNA of interest is not present in the sample at a detectable level) and a malfunction of the assay using a sample known to be positive for expression of the given microRNA. In this process, it should be kept in mind that validation may reveal different results from a screening, particularly if different methods were used. If a certain tissue or cell type is known to contain a high level of the microRNA of interest, a good quality commercially available RNA sample may be used as positive control. 
 
However, not all microRNA species are expressed in all cell and tissue types, and it may prove difficult to find a biological sample to act as positive control for certain microRNAs. In this case, a synthetic RNA template can be used. Since microRNA are so short, and the target sequence for each assay should always be provided by the assay supplier, it is a simple matter to order selected synthetically generated microRNA from any major oligo house.  
 
Quality control using SYBR® Green
In addition to negative and positive controls, assay properties such as amplicon melting temperature (Tm) and amplification efficiency may be used for quality control.
 
If you are using a SYBR® Green detection system, you get an option not available with probe-based systems: generating dissociation curves. The dissociation curve gives you two types of information to use in QC: 
→ 	One is the shape of the dissociation curve, which should always be a single, clean peak. Keep in mind that the target sequence available for microRNA assay design is very limited, and some extend of potential cross-reactivity in a subset of sample types cannot always be avoided. However, the shape of the melting curve should give you an indication if this is a problem for your assay(s) of interest, in your particular sample(s). 
→ 	The second is the Tm of the specific amplicon which should be reproducible from run to run. Therefore, the Tm can be used to verify that the same amplicon is amplified from sample to sample. 
 
Figure . shows an example of the melting curves for the mmu-miR-429 assay across 8 different samples. It should be noted that different cyclers may have different temperature calibrations, and this can cause Tm to differ from instrument to instrument. For this reason, the expected Tm of each amplicon should be determined on the instrument used, using a good positive control. In addition, be aware that some instruments may have a slight temperature difference across the heat-block (a rim effect), giving slight Tm variations depending on assay position in the plate. This can be checked by running an entire plate with the same assay, and same sample – or even better, by having the instrument tested for this parameter.
 
"SYBR® Green based qPCR systems 
allow readily QC by dissociation curves"
 
 
Assay efficiency as quality control
The assay efficiency can be calculated based on the amplification curve using e.g. LinRegPCR or similar algorithm (Ruijter et al, 2013) LinRegPCR can be downloaded from http://www.hartfaalcentrum.nl. A reduced PCR efficiency compared to the expected (as determined using a good quality positive control) may indicate the presence of inhibitors in the sample. Just as for the Tm, the efficiency should be determined on the actual study data.
 
"Reduced PCR efficiency may indicate 
presence of inhibitors in the sample"
 
Some assays may be more sensitive to inhibition than others, and thus it is quite possible to experience inhibition of only a subset of assays when used for microRNA detection in the same sample.
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Sensitivity of detection system
The true limit of detection
For most researchers involved in microRNA research, assessing the sensitivity of the detection system is not relevant. However if you want to understand the detection system fully, or if you want to generate 100% MIQE compliant data, it is recommend to consider this aspect too. It is a common misconception that lower Cq values from qPCR assays mean higher sensitivity. A Cq value has to be compared either to another Cq value in another sample (leading to a calculation of relative expression) or to a standard curve where known amounts of the target has been analysed (absolute quantification). In order to find out what the true sensitivity of a qPCR assay is, it is necessary to run a dilution series of known input amounts including a negative sample where the template is not present. The limit of detection is usually defined as the last point on that curve where the curve is still linear (e.g. any point that does not lie on the linear regression curve must be excluded). 
 
More than 95% of the primer sets available in Exiqon’s miRCURY LNA™ Universal RT microRNA PCR portfolio are sensitive down to the equivalent of 10 RNA copies in the PCR reaction. However, if you wish to determine the limit of detection of a specific assay in the sample types of your experiment, you will need to perform a dilution series (Figure .). This is also the more commonly used method for efficiency calculation (where LinRegPCR is an alternative). A dilution series is a necessity if planning a study with absolute microRNA quantification.
 
"it is a common misconception 
that lower Cq values from qPCR assays 
mean higher sensitivity"
 
Before performing this experiment, you should decide whether a cDNA dilution series is sufficient, or an RNA dilution series is more appropriate. cDNA dilution  is both  easier and  more  cost effective, since you only need to make one RT reaction which is then diluted. When diluting the RNA, you will need to perform multiple RT reactions – but you will also take into account the potential reduction in RT efficiency on dilute RNA samples, the detection limit of the RT step, and potential inhibitors of the RT reaction. All of this information will be lost in a cDNA dilution series – and for some platforms the limiting step for sensitivity is indeed the RT reaction, rather than the subsequent qPCR. This latter can account for observations of low Cq values (strong signal) combined with low call-rates (few positives). 
 
When diluting the RNA sample, we strongly recommend diluting into a carrier RNA (such as bacteriophage MS2 total RNA) to avoid loss of RNA due to plastic adhesion (Figure .).
 
Detection of microRNAs expressed at very low levels
If the microRNA(s) of interest is expressed at very low levels, the microRNA may fall below the limit of detection in the qPCR reaction. This may be circumvented by increasing the RNA sample input in the RT. However, if there is even a very small amount of PCR inhibitors present in the sample, increasing the RNA input may prove detrimental to the assay performance. In challenging samples such as serum and plasma, characterized by low levels of microRNAs combined with presence of PCR inhibitors, the Cq values obtained will often be in the high end (in the range 30-35). This is perfectly acceptable as long as the signal can easily be discerned from the background. We recommend keeping the amount of RNA input at 20% v/v in an RT to avoid the risk adding inhibitors to the RT and PCR reactions. Increasing the amount of cDNA input in the PCR reaction (i.e. diluting the cDNA less) should be done with caution, as the RT buffer contains chemicals that may inhibit the PCR if present in too high concentrations. Our experience with these types of complex samples is that, for our system, the cDNA should not be diluted less than 40x (compared to the recommended 100x) before addition to the qPCR reaction. For good quality RNA purified from tissues or cells, we have been able to increase sample input by up to 2 µg (compared to the recommended 20 ng) without inhibition.
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Particular consideration with difficult samples
Certain samples are more difficult to work with when interested in obtaining reliable microRNA quantification and profiling data. Below we will discuss what to be aware of when detecting microRNA in:
→	FFPE samples
→	Serum and plasma samples
→	Urine, CSF and other biofluids
   
FFPE samples
While FFPE samples fixate protein structure, the nucleic acids are severely degraded. As microRNAs have much better stability in these sample types than the longer RNA species (Li et al, 2007) it is plausible to use these sample types in microRNA studies (Figure .). It is important to use an extraction protocol adapted for microRNA extraction.
 
 
 
 
Serum/plasma samples
As mentioned in the introduction, microRNA has been found to be very stable in the bloodstream, protected by protein complexes or in exosomes, thus allowing measurements of microRNA from serum or plasma. However, there are a number of precautions to take in order to obtain high quality results.
 
Tips: how to avoid hemolysis
 
	Use good and consistent collection device throughput study (e.g. BD Vacutainer)
	Follow manufacturer's instructions!
	Avoid drawing blood from a hematoma
	Avoid frithing the sample
	Make sure the venipuncture site is dry
	Avoid a probing, traumatic venipuncture
	Avoid prolonged tourniquet application of first clenching
	Use correct size needle (~22gauge)
	Vacuum tubes should be filled completely

 
Sampling methods has previously been mentioned as an important factor to consider. When working with serum, or plasma, it is worth considering that different hospitals may use different equipment and procedures leading to variations in samples. It is not without importance that the sampling method is consistent throughout the study (unpublished observations). We recommend following the NIH guidelines for collecting serum and plasma. These guidelines ensure that samples are handled to ensure minimal contamination with cells prior to freezing of the samples. Sample collected in heparin-tubes are not suitable for qPCR profiling as heparin is a very strong PCR inhibitor, and is impossible to get rid of during RNA extraction.
 
A point that is often neglected to consider is the importance of considering whether the samples have been prone to haemolysis causing the presence of contaminating microRNAs from erythrocytes. Haemolysis can be detected either by spectrophotometry or by using a haemolysis indicating qPCR test (Blondal et al, 2013).
 
Another important recommendation is the use of carrier RNA in the extraction procedure. Due to the low total amounts of nucleic acids in the cell-free serum or plasma, the relative loss of microRNA due to adsorption to filters and plastic becomes high if no carrier is used (Figure .). Using a carrier will not only give better yield, but also better reproducibility (Andreasen et al, 2010).
Second, our recommendations for reference genes in microRNA studies will always be to use stably expressed microRNAs rather than longer RNA. This becomes even more important when dealing with cell-free biofluids where the longer RNA (i.e. U6 or SNORNA) are perhaps not secreted nor protected to the same level as microRNA. microRNAs which are typically detected at medium to high levels in serum and plasma: 
 
→	hsa-miR-103a-5p
→	hsa-miR-191-5p
→	hsa-miR-423-3p/5p
→	hsa-miR-451a
 
Finally, it is important to consider that serum and plasma contains high levels of PCR inhibitors, which may carry over during RNA extraction. For this reason, it is advisable to perform a serial dilution and test for signs of inhibition before increasing sample input amounts beyond the recommendations of the reagent provider. Also note that not all assays are equally prone to inhibition, so while some assays may seem unaffected by higher sample amounts, others may be severely inhibited in the same sample.
 
Recommendations for working with serum/plasma can be found at www.exiqon.com/serum-plasma-guidelines.
 
"Use carrier in low-content-samples:
urine, CSF, serum and plasma"
 
Urine, CSF and other biofluids
When working with biofluids such as urine or CSF it should be noted that these are even more dilute in RNA content than is the case for serum and plasma. Thus the use of a carrier in the sample preparation becomes even more important. Isolating exosomes before RNA extraction may help to increase yield these sample types. Furthermore, they too may contain PCR inhibitors, which should be tested for.
 
Finally it is worth noting that for urine, the concentration of RNA, cells, and other components may vary highly from sample to sample, depending on the time of day and state of hydration as well as disease state. This make normalization quite challenging, and it may be worth considering using the creatinine level or urine volume as a normalizer.
 
Learn more about microRNA in urine, CSF and exosomes
 
Watch the webinar: microRNA in biofluids and exosomes
Learn about microRNA in biofluids and biofluid sub-compartments like exosomes, their potential as biomarkers and how to isolate and detect them reliably. Results from a clinical study on microRNA biomarkers in biofluids will be presented
 
Poster presentation: microRNA in exosomes – robust biomarkes for disease
Learn how to isolate and profile exosome microRNAs from common biofluids. Valuable tips on how to set up experiments and see an example of how microRNA profiles from urine can be used to identify the various stages of prostate cancer.
 
Read about identification of biomarkers in urine.
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Normalization and data analysis
The purpose of most microRNA qPCR studies is to look for biological differences. However, these may be masked by technical variation. The purpose of normalization is to filter out this technical variation, thus making the true biological differences more obvious.  As described above, technical variation may arise from the differences in sample collection and handling, RNA extraction procedure and resulting RNA quality.
 
Interplate calibration 
Some types of real-time PCR instruments, such as Roche LC480 which uses the 2nd derivative method for Cq calculations, give very reproducible results from run to run. In our hands, there is no need for interplate calibration when using the LC480. However, many qPCR cyclers do exhibit technical differences in amplification signal from run to run – particularly when the Cq values reported rely on baseline and threshold calculations. For this reason, it is often advisable to have all replicates and samples for one gene located on the same plate. However, in large studies with many samples and/or many microRNAs of interest (e.g. Exiqon’s pre-designed human and rodent panels), this is not feasible. Instead, inter-plate calibration can be applied, where the Cq values across plates are calibrated to a reference with identical expression in each plate. Such an interplate calibrator (IPC) is present in triplicate on all Exiqon's ready-to-use panels in the miRCURY LNA™ Universal RT microRNA PCR system (pre-designed as well as the flexible and fully custom designed Pick-&-Mix panel). Each IPC well contains both the detection primer set and the DNA template (making amplification independent of the sample). The IPC is present in triplicate in order to avoid losing an entire plate of data due to e.g. a pipetting error into an IPC well. In addition, we have placed the three IPC replicates in unique patterns for each of our plate types, making it possible to identify the plate used by its IPC pattern. Interplate calibration can be performed with the formula in the textbox.
 
For users of Exiqon’s GenEx qPCR analysis software, interplate calibration is integrated in the pre-processing steps described in the GenEx qPCR analysis software guide.
 
Normalization to global mean
If a large screening (typically with >100 microRNAs) is performed with no previous knowledge of differential expression, it is expected that the majority of microRNAs will not be regulated between the samples. Thus will outweigh regulated microRNAs in terms of stability. Overall, individual differences in expression will be evened out in the mean of expression levels. The preferred method for normalization would be to the global mean (Mestdagh et al. 2009).
 
Be aware that in sample types where the general microRNA level has changed, global mean normalization may not be recommendable. An example of such a case could be serum or plasma with haemolysis, where the overall microRNA expression level has changed compared to a sample with no haemolysis (Blondal et al, 2013).
 
Normalization to reference genes
In studies with few microRNAs, one or more stably expressed endogenous control can be used. The preferred method for choosing these is based on a screening study where they showed stable expression with the same behaviour as the global mean of all expressed microRNAs (Mestdagh et al. 2009; Chang et al, 2010).
 
Listed below are features that characterize a good endogenous control candidate for normalization of microRNA quantification:
 
→	Expression at similar level to the microRNAs of interest in 
	the study
→	Invariant expression across all samples in the study (i.e. not
	regulated under the experimental conditions)
→	Similar small size as the microRNAs (i.e. similar stability,
	extraction and quantification efficiency)
 
If no screening study precedes the study, the above described method for reference gene selection cannot be applied. In this case, reference genes can be chosen based on literature. It is important that the reference genes are empirically validated for each study using tools such as NormFinder or GeNorm (part of various analysis software packages). No single reference gene can be recommended for use across all types of tissue and cells. Even among the most commonly used reference genes (e.g. beta-actin and GAPDH for mRNA expression) significant variations in expression level between samples can be observed (De Kok et al, 2005). 
Generally, it is found that evaluation of several candidates is necessary in order to find the most appropriate reference gene(s) for each microRNA quantification study. If no previous data is available from the samples in question, it is recommend testing 5-6 different candidates. From these, normalization to 2-3 stably expressed genes, preferably microRNAs, would typically be sufficient.
 
"Use stably expressed microRNAs as
endogenous references"
 
Depending on the origin of the sample, some commonly used reference microRNAs include: hsa-miR-103, hsa-miR-423-3p, hsa-miR-191, hsa-miR-16, hsa-miR-423-5p, and hsa-let-7a (Bargaje et al, 2010; Chang et al, 2010; Liang et al, 2007; Peltier and Latham, 2008).
 
Special care should be taken when choosing reference genes for biofluid samples with extracellular microRNAs. These sample types are virtually cell free, and thus RNA species expressed only within cells or released as degradation products (such as U6, 5S rRNA, snoRNAs etc.) will not be appropriate (see section regarding serum/plasma samples). Exiqon's guidelines for microRNA qPCR in serum/plasma discuss candidate microRNA reference genes specifically for use with serum and plasma samples. 
 
Choosing analysis software
If you are working with a limited number of assays combined with a relatively small number of samples, performing the data analysis in a spreadsheet is quite doable. However, as soon as the assay/sample matrix starts growing, simple spreadsheet analysis becomes quite complex and it would be preferable to use a good data analysis software instead.
 
There is a number of different analysis software available on the market, and several of them are very good options. Before choosing which one to go with, you should consider not only price, but also how well the software integrates with the qPCR platform of your choice, the level of QC and pre-processing integrated in the software, and the downstream statistical methods available within the software. 
 
With proper experimental set up, careful quality control and pre-processing of your data, generating the final results becomes easy when using a qPCR data analysis tool such as the Exiqon GenEx qPCR data analysis software. This qPCR software package makes it possible to perform statistical analysis and create publication ready figures with a few clicks and does not require any prior biostatistician skills.
Making biological sense of your data (miRSearch)
Once the samples have been prepared, qPCR run, and data analysed, it becomes time to make biological sense of the data. There are several online databases and tools available for microRNA. Exiqon have combined cross-annotated the major databases including Ensemble and miRbase to provide for seamless searches the best ones into one simple, easy-to-use tool named miRSearch. The tool is freely available regardless of platform used in the analysis, and is directly integrated into the Exiqon GenEx qPCR data analysis software. You may also use XploreRNA which is the App version of miRSearch.  
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Concluding remarks
It is clear that setting up qPCR experiments properly is of critical importance for the success of the study. As described in this chapter a proper microRNA qPCR experiment requires profound understanding of the qPCR technique, the particular advantages and challenges of microRNA, the sample type to be studied, and the purpose of the study as well as careful consideration of each step of the experiment in terms of selection of sample size, replicates and the role of normalization. 
 
By following the MIQE guidelines combined with the tips presented here, you will have a good foundation for setting up your own microRNA qPCR study properly and obtaining high quality data. Choose your experimental setup wisely and you have taken the first step towards the next big microRNA breakthrough.
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Introduction
Quantification and characterization of nucleic acids has been a main area of research for several decades. Since its first description (Sykes et al., 1992), digital PCR (dPCR) has been the object of great interest and development. The principle behind dPCR is the division of a reaction into a large number of smaller homogenous reactions (or partitions) so that a number of the partitions contain no template. This is then thermocycled and read as individual partitions which will be classified as positive or negatives based on the presence or absence of amplified product. The outcome of the reading is a proportion of positives over total partitions, which can be converted to estimated copies using the Poisson distribution and the following equation.
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Where k is the number of positive partitions and n the total number of partitions. This equation aims to account for the number of partitions that contain more than one molecule.
 
A main difference between digital PCR and qPCR is the fact that the quantification provided by dPCR does not rely on a calibration standard to assign a copy number. By comparison to a “relative” quantification method, dPCR performs an “absolute” estimation, a measurement that can stand alone by itself without the need for a calibrator to which the result must be compared.  The notion of “absolute quantification” should however not be mistaken for “perfect accuracy”. While the measurement provided by dPCR may not require a calibrator to obtain a numeric value, quantification can be influenced by factors such as the presence of PCR inhibitors or non-optimal thermal cycling conditions which can lead to a bias in result.
 
Today, several commercial platforms are available, with different specifications and characteristics. They can be classified in two main categories: chip-based dPCR and droplet dPCR. In chip-based dPCR platforms, the partition is done by compartimentalizing the reaction in wells of a micro-fluidic device or “chip” (Fluidigm, Life Technology, Formulatrix). In a droplet-based system (Bio-Rad, Raindance), a microfluidic circuit generates partitions in the form of micelles (or droplets), which remain in an emulsion state afterwards. Since the droplets can be recovered after thermocycling, these type of platforms can also lead to preparative applications of digital PCR.
 
This chapter will cover different applications of digital PCR, emphasizing the specificities of each, the differentiating factors form qPCR and the solutions and reagents that may exist for those specific uses. Additional information regarding the Minimum Information for Publication of Quantitative Digital PCR Experiments can be found at this link (Huggett el al, 2013). A more interactive platform for MIQE guidelines on qPCR and dPCR can be found under the form of a downloadable app.
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Sample Acquisition, Handling and PCR Preparation
Although digital PCR has been shown to have an increased tolerance to some PCR inhibitors (Dingle et al., 2013; Racki et al., 2014), it is still susceptible to a range of inhibiting factors. It is for that reason that information on the method used for nucleic acid extraction/preparation is necessary and comprehensive inhibition controls used where a confident negative result is reported. 
 
A description of the nature and handling of the biological sample is also necessary. Since dPCR is able to assess the physical linkage between targets, it is useful to have information on whether the original tissue was fresh/frozen or FFPE. The latter method introduces a large number of double strand breaks in the DNA, and would therefore be expected to affect the linkage results.
 
When using dPCR systems , it is important to report the solution in which the sample is resuspended. Some reagents such as detergents, which can be found in some direct lysis buffers, can interfere with the formation of droplets. 
 
For dPCR to estimate template copies one of the assumptions is that DNA molecules will distribute across the partitions randomly. This assumption cannot be met if the molecules being quantified are linked in cis, as can be the case when tandem repeats of a gene need to be quantified. This is particularly important when testing copy number variation (CNV) of certain oncogenes, and consequently the individual molecules need to be separates using methods like restriction digestion or preamplification. In such instances, it is necessary to report the detailed method(s) and parameters used, as well as what methods were used to evaluate the performance of the separation.
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Linkage
One of the unique characteristics of digital PCR is to provide information on the physical linkage of two targets. By comparing the expected and observed proportions of double positive partitions, it is possible to determine whether the two genomic regions are on a same strand of DNA. An overrepresentation of double positive partitions would indicate that the two target region are linked, and this excess should increase as the distance between the targets (and therefore the chance of DNA breakage between them) decreases. This property of dPCR has been used to study the haplotypes of individuals and their association to clinical phenotypes (Roberts et al., 2014) and viral integration in host genomes (Sedlak et al., 2014).
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Gene Expression and Digital RT-PCR
Due to the additional step of reverse transcription, quantification of RNA by qRT-PCR or dRT-PCR is subject to a greater risk of variation and bias. This risk can be mitigated by using one-step mixes (which diminishes the number of pipetting steps from sample to result) or, in some case, by increasing the number of replicates per sample. This will not control for bias in cDNA production. This can only be evaluated empirically and can differ significantly between both choice of enzyme of assay (Sanders et al 2013). Consequently RNA quantification by RT dPCR may actually need calibration to ensure reproducible results.
 
Another factor to keep in mind when testing RNA by RT dPCR is whether the reverse transcriptase used has RNAse H activity or not. An RNAse H positive enzyme will digest the RNA template in an RNA-cDNA heteroduplex, thereby increasing the chance that one RNA transcript will only lead to one molecule of cDNA. In RNAse H negative mixes, the same transcript may be read more than once, therefore leading to an artificial increase in the number of molecules. While this feature may be useful in cases where the presence of a rare transcript is normalized against a reference gene, it introduces an added uncertainty (were both RNAs reverse transcribed at the same rate?) and diminishes the accuracy of quantification for the original molecules.
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Rare Event Detection
One of the main applications of dPCR is the detection of very rare mutations where the wild type sequence predominates. A distinction should be made between the detection of unrelated targets (Rare Sequence Detection, e.g., a viral genome in a host DNA background) and the detection of related targets (Rare Mutation Detection, e.g., oncogenic mutations caused by SNP). While dPCR precision is paramount to quantification of both types of events at very low concentrations, the power of partitioning is especially useful for discriminating related sequences. While competition between the species can limit the detection of rare alleles to about 1%, digital PCR has been able to push this limit several logs lower. An example of detection at 0.0005% for a rare mutation and 0.0001% for a viral sequence can be seen at Ultra-Sensitive Rare Event Detection.
 
 
In rare mutation detection studies (such as detection of Single Nucleotide Polymorphisms), the design of the assay and particularly of the probes is essential to the success of the experiment. While partitioning the reaction greatly helps in reducing the competition between products, the probes still need to be able to discriminate them based on a single nucleotide difference. Guidelines have been published in order to design successful assays (Droplet Digital PCR Application Guide, Chapter 2), but for many frequently studied mutations, commercial assays are available (Digital PCR assays).
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Copy Number Variation
Another field that has greatly benefitted from digital PCR unparalleled sensitivity is the study of copy number variations (CNV) in the genome (Whale et al., 2012). While qPCR requires high numbers of replicates in order to reliably resolve 2 vs 3 copies per genome (50% difference), dPCR is able to distinguish 5 vs 6 copies per genome in a single well (High Resolution Copy Number Variation Analysis). It even enables users to detect increases in copy numbers in heterogenous samples (see table below). As mentioned before, one key aspect of CNV testing by dPCR is insuring that the targets are physically independent. The recommended approach to achieve this is a enzymatic digestion. This can be performed prior to adding the sample to the PCR mix or digestion can be performed in the PCR mix itself (Droplet Digital PCR Application Guide, Chapter 2). 
 
While the design of assays for CNV analyses does not present the same difficulties as in Rare Mutation Detection experiments, it is important to choose a reference gene whose copy number will remain constant. Choosing a reference in a different chromosome is recommended, but in cases where the extent of the genomic anomalies is unknown (several polyploidic chromosomes or regions), the use of more than one reference per target can increase the confidence of the CNV determination. For this type of studies too, assays have been developed, validated and are commercially available (Digital PCR assays).
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NGS Library Quantification
In the NGS (Next Generation Sequencing) workflow, quantification of the library to be read is a crucial step. Loading the system with too much material can lead to a large proportion of unusable data, whereas loading too little material will result in a waste of expensive consumables, sample and time. Several methods have been developed to quantify libraries, by direct spectrophotometry, using intercalant fluorophores or by qPCR, but recent research points toward a more reliable and sensitive quantification by digital PCR (White et al., 2009). Since the introduction of commercial digital PCR platforms, several solutions have been developed to quantify and characterize NGS libraries. The use of dPCR allows to not only obtain a precise quantification of the fragments in the library, but can also provide information on the quality of the libraries. The co-detection of two different probes reflects the appropriate ligation of the 5’ and 3’ adapters in the Truseq library, and the presence of high amplitude clusters is indicates the proportion of adapter dimers with no inserts (Quantification of NGS libraries by dPCR). The use of intercalant chemistry in dPCR (EvaGreen) was recently employed to assess the insert sizes in NGS libraries (Laurie et al., 2013).
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Diagnostic Applications
Although the commercial implementation of the technology is relatively new, dPCR is already being seen as a very promising development for clinical diagnostics. One of its main assets is the fact that it does not require a standard curve to assign a value. The concept of absolute quantification is extremely attractive, since it would reduce the intra- and inter-laboratory  variability for a same assay. Several teams have already started  to explore the use of dPCR for diagnostics of microbial infections (Kelley et al., 2013; Roberts et al., 2013), viral load (Henrich et al., 2012; Strain et al, 2013) and cancer markers (Nadauld et al., 2012; Gevensleben et al., 2013). Other advantages of dPCR for clinical diagnostics are its increased precision for quantification of low-levels of targets and its sensitivity for detection of allelic variants or mutations in an abundant wild-type background. 
 
An important consideration when developing dPCR methods for clinical diagnostics is the risk for amplicon contamination. This is frequently observed in laboratories where the same assays are used routinely. One important step to resolve problems of amplicon contamination is to use dUTP in the PCR mix. The inclusion of dUTP in the amplicons sequence will render them sensitive to digestion by the UNG enzyme (uracil N-glycosylase). A pretreatment of the samples by UNG will remove contamination by pre-existing amplicons, minimizing the risk of false-positives in the workflow.
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Summary
 
Utilising focused miRNA or mRNA qPCR plate arrays is an excellent way to find transcripts that are regulated in an experimental context. However, setting up and running these screening experiments is not the same as performing a standard qPCR experiment. Experimental design and execution require compromises that immediately preclude the implementation of the full set of recommendations as outlined in the MIQE guidelines {Bustin, et al., 2009}. This chapter deals with how best to set up qPCR-focused array screening experiments, discusses the compromises to MIQE in a screening experiment and emphasises the importance of post-screen validation of screening results to ensure the data are valid and comply with the principal MIQE recommendations.
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Introduction
qPCR plate arrays are an excellent way of finding new transcripts within a pathway, small set of pathways or a selected collection of gene targets. Messenger RNA qPCR assay arrays have been around at least since 1998 when S.A. Biosciences (now part of Qiagen) first made them commercially available. Today, both mRNA and miRNA qPCR assay plate arrays are available from many commercial vendors in both 96- and 384-well plate formats. In many cases, companion reagents are also available specifically designed for their cognate arrays. These reagent kits offer guidance to the researcher on how best to setup the RT and PCRs using their arrays. An investigator comfortable performing standard qPCR experiments with many samples and few assays will find that running qPCR arrays requires a different approach. The primary difference is that each plate contains multiple assay targets and is dedicated to a single or only a few samples. This results in the need to run many plates to encompass all the samples in the experiment. Data analysis has to be approached differently as well, as it is not practical to set up a screening experiment and be 100% MIQE compliant. The information in this chapter will discuss the important criteria for performing a screening experiment utilising arrays and considers the rationale and procedure for performing a post-screen validation experiment to obtain full MIQE compliance for the candidate targets.
 
This chapter focuses on qPCR assay arrays designed to interrogate the transcriptome. It is theoretically possible to run SNP and other DNA-based assay arrays using qPCR on multiple samples. The same basic principles and procedures outlined in this chapter, without the reverse transcription (RT) steps, would be applicable to those array types as well.
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What about MIQE ?
As stated above, it is not possible to run a 100% compliant qPCR multi-assay screen. What does this mean? The main points are contrasted in Table 1. The first main difference is the lack of technical replicates. Although it is possible to run the same sample multiple times on multiple array plates, it is not financially practical. It is much better to run multiple biological replicates per biological group instead, so accounting for the biological diversity within the group. However, there will be fewer of these than in a standard RT-qPCR experiment. The two main controls for an RT-qPCR experiment are not present, the no-template control to gauge possible template contamination and the no reverse transcriptase control to measure any DNA contamination. It is just not practical to include these controls within a qPCR screen. In a standard RT-qPCR experiment, one or more (preferably) validated transcripts (Vandesompele et al., 2002) should be used to normalise the data set for loading. The one advantage of a screen that interrogates the levels of many transcripts is that a ‘global normalisation’ protocol can be used analogous to what is used with microarrays (Mestdagh et al., 2009), (D'haene et al., 2012). The advantage of this approach is that the data set can be normalised without previously validating reference genes. It also offers an opportunity to validate reference genes included within the assay set on the plate that can be used in a post-screen validation of candidate assays. Finally, since there are so many different transcript qPCR assays within an assay screen, it is not possible to determine PCR efficiency and the limit of quantification (LOQ) for each assay. Therefore, the cut-off for valid data has to be chosen without numerical data and thus, some data may in fact not be valid for analysis. Lastly, the investigator has to take it on faith that the assays within the array have high template specificity. Taking all of these issues together, it becomes clear that a post-screen validation experiment is essential to make sure the candidate transcripts found in the screen are still valid for a larger sample set for each biological group using a set of experimental conditions where the MIQE Guidelines can be fully applied.
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Planning a RT-qPCR Screening Experiment
As with any qPCR experiment, the entire workflow should be thought through completely to ensure an experiment has a good chance of generating a credible result, at least from a technical point of view. In a standard qPCR experiment, the transcript assays being tested have already been selected using other methods such as next-generation sequencing (NGS), microarray analysis or have been derived from previous experimental data or from the literature. For a standard qPCR experiment, the number of samples required to achieve statistical significance for any two biological groups is determined using a power analysis on a subset of samples for each target assay being investigated (Kloprogge et al., 2014). In a screen this approach is not practical as the aim is to find novel transcript targets for future study. In a screen, a minimum of seven samples per biological group is optimal to get complete statistical analysis of all the essential parameters of the screen. More samples can be used and will add power for low abundance transcripts, but at a higher sample and materials cost. The number of samples to use depends upon the starting material. For experiments utilising isogenic tissue culture cells will require fewer numbers. In this case, a true biological replicate is not really possible and best practice would use replicates from experiments done at different times that will add to the validity of the results. For inbred laboratory animals, the number tested should be higher than for tissue culture cells but can be lower than for a wild type population. Human samples may require as many as 20 samples per biological group to compensate for natural variation (see the Summary below). The only practical way to achieve such patient numbers is with a post-run validation experiment. In the end, the number of samples to be tested becomes an issue of time, equipment and labour resources, the configuration of plate pack sizes by manufacturers and the experimental budget. Although a post-run validation experiment should be performed regardless of the sample source for the data to be fully MIQE compliant, validation of the final results will be more certain using the largest practical sample size for the screen. Investigators familiar with microarray experiments will want to screen their entire sample set. For a qPCR screen the strategy should be to screen enough samples to get as much information as possible but then use the post-screen validation to run the complete sample set. This is the most economical and most MIQE compliant approach. A discussion of post-run validation experiments will be found later in this chapter.
 
Samples and RNA Preparation
 
A major consideration is the identification and treatment of the samples themselves. At this stage, there is no difference between a qPCR screening and a standard qPCR experiment. Care should be taken to make sure that each sample comes from a subject that has been treated correctly for its biological group and that each member of a group belongs to that biological group.
 
In my experience of running a full service qPCR core facility for over 13 years, I found that investigators were very careful how they treated collected tissue samples from the -80˚C freezer through RNA isolation. However, they were not as careful in how the tissue was initially handled from the collection site until put into freezer storage. The first moments from dissection until the sample is properly stored are the most critical. Once a sample has suffered RNA degradation, downstream compensation is not possible. Thus, a preplanned workflow for all samples must be worked out in advanced and strictly adhered to during sample collection. In one extreme case, an investigator found that samples excised from a rat had to be homogenised immediately following dissection to ensure high quality RNA.
 
Isolation of RNA from plants, fungi and microbes involve different, but no less problematic, approaches but the basic philosophy is the same as for sample collection and stabilisation of RNA from animals. Again, it is critical that the RNA is stabilised as soon as possible and any degradation avoided at all costs.
 
Methods and reagents for the isolation of high quality total RNA are available from a multitude of companies. Whatever the method of choice, it is critical to use the same method for all the samples used in a study, both for the screen itself and any follow-on validation experiments. For the isolation of miRNA, there are vendor recommended steps for optimising miRNA isolation and these recommendations should be followed to the letter. The mantra of the screen is uniformity so that biological differences will have the best chance of being detected above any technical noise generated in the multiple steps involved in performing the screen.
 
RNA quality is a subject that is much talked about in terms of qPCR in general but I’m afraid is also much ignored. For any qPCR experiment to be successful, it is critical that the quality of the RNA in each sample be similar. You will note that I did not say of the highest quality, comments above not withstanding. Some samples will never be of high quality, those from FFPE samples for example. However, it is still critical that those samples have similar RNA quality. There is good evidence that having the highest quality RNA possible is essential for the best outcome in a RT-qPCR experiment (Vermeulen et al., 2011), (Becker et al., 2010). For purified RNA, the Agilent 2100 Bioanalyzer or Bio-Rad Experion chip-based capillary electrophoresis systems are best for assessing RNA quality while for miRNA, the 2100 works best. Examples of what high quality RNA looks like when assayed on an Agilent 2100 can been seen in Figure 11.1. Figure 1A shows high quality total RNA without miRNA while Figure 1B shows the extra peak (red arrow) when small, non-coding RNAs have been isolated as well.
 
 
 
There is an alternative to RNA purification and that is whole-cell lysates. A special reagent is used to lyse cells and stabilise the RNA long enough for cDNA to be made in a RT reaction. Kits from multiple suppliers are available for this purpose. However, the crude lysates have a finite life span, even at -80˚C. An alternative is the RNA prep method from ZyGem that involves washing the cells in PBS in the tissue culture plate, adding buffer bearing a thermostable hyperactive protease and digestion of whole cells at 75˚C on a raised heater block in situ for 5 minutes. The main advantage of this method is there are no proteins left, in particular nucleases or DNA binding proteins on the genomic DNA (gDNA). Thus the gDNA can provide valuable information about how many cells were lysed and all the RNA species are present without loss. For RNA quality measures with whole cell lysates, the 3’-5’ method is recommended for mRNA (Nolan et al., 2006a), (Vermeulen et al., 2011). For miRNA, running a miRNA found in most tissues or small ncRNA qPCR assay is best to ensure the presence of small ncRNAs in the preparation and to compare across samples for similar amplification profiles and quantification cycle (Cq) values. This method can be used for isolated RNA preparations as well. An example using the ncRNA SNORD 48 qPCR assay utilising total RNA from FFPE samples is shown in Figure 11.2. The Nanodrop data in Figure 11.2 show the sample concentrations and that they are of similar purity from the A260/280 measure, although the A260/230 measures were not all ideal. The similar shape of the amplification curves rules out RT and/or PCR inhibition, the similar Cq values validate the Nanodrop values for RNA concentration. Figure 3 illustrates a ZyGem-prepared whole cell lysate dilution series with two Exiqon human miRNA individual assays. Up to 8 µl of whole cell lysate, when prepared in this fashion, can be used per Exiqon RT reaction with excellent results. Using whole cell lysates from other vendors at this volume inhibits the Exiqon RT reaction. The variable volume test confirms there was no RT or PCR inhibition in whole cell lysates made in the manner.
 
 
 
 
Figure 11.3 - RT or PCR inhibition testing by varying template volume in the RT reaction. Two individual Exiqon human miRNA assays were used to determine what volume from a ZyGem whole cell lysate preparation could be used in an Exiqon RT reaction without inhibiting the assay. This experiment also shows that there was no RT or PCR inhibition in the whole cell lysate preparation due to the linearity in the regression curves for the 3 volumes tested. A- hsa-miR-125_5p assay; B- hsa-miR-125_3p assay.
 
Finally, the topic of inhibition of the reverse transcriptase and/or amplification steps should be addressed. For reverse transcriptase inhibition, an RNA spike-in assay for a target that is not present in the RNA preparation is used. Following RT of an aliquot from all samples and one containing the spike-in with H2O instead of RNA are run in a qPCR reaction. The Cq values of each sample should be very similar to one-another and to the H2O control. If there is variability within the sample set, those with the highest inhibition should be removed from the sample set for each biological group. The Exiqon RT step includes a small RNA spike-in but otherwise, potential inhibition of the RT step has to be performed using reagents provided by the investigator. Similarly, running the SPUD assay (Nolan et al., 2006b) will determine whether there is PCR inhibition in any of the samples, as long as they are not from potatoes. An analogous assay from an animal or microbial source should be used for such samples. Since neither type of inhibition will be uniform within each sample set, RT or PCR inhibition can add technical error to any RT-qPCR experiment. Due to the cost of running a qPCR screen, it is critical to make sure that reaction inhibition is not an issue for the samples prior to initiating the screen.
 
 
qPCR Plate Arrays and Reagents
 
As mentioned above, there are many choices in the type and source of mRNA and miRNA arrays available. The choice of system will depend on the questions being asked and what instrumentation is available. The most important distinction is between 96-well and 384-well instruments, with the latter having the advantage that more assays and/or samples can be interrogated using a 384-well plate array. Furthermore, experimental needs will determine the choice of assay array. That is, if targets are already narrowed down to a small finite set, multiple arrays can be prepared on each plate, which will allow more than one sample to be run per plate. Conversely, if the aim is to identify candidate transcripts, then it will be necessary to run the largest possible array available with only a single sample per plate. It is imperative to think about this carefully before ordering array plates to ensure setup and needs are properly matched. If only a finite number of targets are being analysed for each array, it is important to know which transcripts to use for data normalisation and make sure those are present in the array set. It is inadvisable to depend upon the vendor’s choice as none of the assays the vendor uses for every array may turn out to be appropriate for individual experimental conditions. This can only be determined by using software and the Cq values from the finished array. The use of a full plate array allows the application of global normalisation to the data set and help find suitable transcripts for a follow-on validation experiment, as described below. 
 
As a core laboratory, we were well known for making our own RT and qPCR master mixes. However, qPCR arrays are probably best run using the recommended reagents supplied by individual vendors, as they have been optimised to work with the array assays. Using reagents from other vendors will probably lead to less than optimal results. Further, some vendor reagents (eg., Exiqon) contain control elements that will be useful in downstream data analysis. In the same vein, it is critical to follow the vendor’s instructions for preparing and running the arrays to the letter.
 
Equipment
 
It should go without saying that all equipment used in a screen should be working optimally. This is especially true of pipettes. If the lab’s single and multi-channel micropipettes have not been calibrated within the last 6 months they should be calibrated by a reputable company. If the experimental design includes the use of a liquid handling robot, it is important to ensure that it is working correctly. The term accuracy and precision is used a lot with robots but it is important for hand pipettes as well. Accuracy pertains to the consistency of how much volume is put into replicate wells. This is especially critical when single aspiration/multiple dispense steps are present within the program but applies to hand pipetting as well. Clearly, the data will not be consistent if individual instruments are not giving excellent accuracy. Precision refers to the volume being dispensed. A well-calibrated hand micropipette will be very precise. However, it is common for liquid handling robots to not dispense the exact volume written in the software. Running the reaction with too little or too much master mix is not ideal and may affect array performance. The main issue is that there is too much or too little (usually the case) to fill the entire plate in the source plate, even though the researcher has calculated how much PCR reagent will be required. It is pretty irritating to find this out during the actual experiment. It is useful practice to pre-run the robot program to ensure acceptable precision before starting the actual array experiment. If the accuracy and/or precision of the instrument are not acceptable, it is advisable to check with the vendor on how to best solve the problem. An example of an accuracy test for an entire 384-well plate using single aspiration and quadruplicate dispense steps from an 8-channel tool on a Beckman Biomek 2000 is shown in Figure 11.4. Being able to generate this kind of tight control data using either automation or from utilising a hand multichannel pipette is essential to a successful screen. Similarly, precision can be checked by aspirating random wells with a well calibrated hand pipette set to the desired dispense volume.
 
Figure 11.4 - Biomek 2000 program quality control test. A single complete master mix bearing a diluted oligonucleotide template and primer/probe for a human β-Actin qPCR assay were pipetted by a Biomek 2000. Using the same 8-tips on an 8-channel tool to fill the entire plate, 10 µl of complete qPCR master mix were added to each well using single aspiration and quadruplicate dispenses in a loop until the entire 384-well LC480 plate was filled. The amplification curves following analysis on the LC480 instrument for 45 cycles are shown.  The table shows tight clustering for the Cq values from all wells.
 
 
Most investigators assume that their qPCR instrument is working properly. This may be the case if the instrument belongs to a single lab and it is maintained under a service contract. However, if an instrument is shared with another lab or if it has not been properly cared for, it would be best to test the instrument block for contamination, detection sensitivity and uniformity. 
 
This is done by preparing a complete master mix using a template concentration that will stress the system with a relatively high Cq value, say 30-32 cycles, together with the volume/well intended for the screen and cycling conditions as close as possible to the ones used by the array plates. When the array is finished, Cq values are imported into a spreadsheet such as Microsoft Excel and the data are oriented to correspond to the array on the plate. This is easily achieved using “Paste Special” and the “Transpose” option to change data in rows to columns or visa versa. When the Cq values are properly arrayed in either a 96- or 384-well pattern, the means (avge) and standard deviations (stdev) are calculated at the end of each row and bottom of each column. This allows a calculation of the % correlation of variation (%CV) by dividing the standard deviation by the corresponding mean and multiplying that value by 100. The %CV values for all rows and columns should be nearly the same. If they vary much, mean values need to be analysed to detect possible outlier wells or worse yet, a pattern such as outer wells verses the inner wells. If the instrument doesn’t pass this test, the vendor needs to be contacted on how best to rectify the issue(s) prior to running an array.  If the qPCR instrument is shared, it is important to make sure to set aside a period of time for running the entire set of array plates so that the time from when a plate is prepared to when it is run is as consistent as possible. It is also good practice not to stretch out this procedure over more days than necessary.  The plates should all be run as soon as possible from when the first array plate is setup.
 
RT
In keeping with the theme of uniformity, it is critical that all samples be reverse transcribed at the same time, using the same reagents and the same procedure following the manufacturers recommend protocol to the letter.  As an example, I will use an Exiqon miRNA screen and validation that was performed for Dr. Justin Yustein at Texas Children’s Hospital, part of the Baylor College of Medicine, in the Texas Medical Center in Houston, Texas. The samples came from a genetically engineered mouse model for osteosarcoma. The control samples and bone tumours (Figure 11.5) came from the femur of the mouse. RNA was prepared from samples frozen immediately following excision from the mouse using the Exiqon miRCURY RNA isolation kit. RNA quality was determined by Agilent 2100 Bioanalyzer analysis as can be seen in Figure 11.6. Each sample had a similar total RNA quality. RNA concentrations and A260/A280 ratios were determined using a Nanodrop. A combined table of all of this information was assembled as shown in Table 11.2 and is recommended for any screening experiment.
 
 	RNA Sample Data

	
	Sample ID
	Sample Type
	RNA (ng/µl)
	A260/A280
	2100 RNA (ng/µl)
	2100 RIN
	miRNA peak
	Vol (µl) approx

	T-1
	Tumor
	155
	2,20
	112
	9,7
	Yes
	5,0

	T-2
	Tumor
	260
	2,10
	263
	10,0
	Yes
	5,0

	T-3
	Tumor
	220
	1,98
	120
	10,0
	Yes
	5,0

	T-4
	Tumor
	160
	2,00
	139
	9,8
	Yes
	5,0

	C-1
	Control
	120
	1,96
	139
	9,3
	Yes
	5,0

	C-2
	Control
	120
	2,06
	120
	8,8
	Yes
	5,0

	C-3
	Control
	130
	2,10
	162
	10,0
	Yes
	5,0

	C-4
	Control
	240
	2,08
	300
	10,0
	Yes
	5,0


Table 11.2 - RNA Sample Data
 
Figure 11.5 - Mouse femur bone tumor. A dissected mouse with a distended tumor (osteosarcoma) in the femur is shown. Total RNA was isolated from tumor and cognate control animals for miRNA screening.
 
Figure 11.6 - Agilent 2100 Bioanalyzer analysis of representative total RNA samples used in the miRNA screen. A- Control sample showing RNA quality (RIN) and the presence of small ncRNAs (arrow); B- Tumor sample showing RNA quality (RIN) and the presence of small ncRNAs (arrow).
 
Section 5
[image: ]
Performing a qPCR Screen
It should go without saying that before initiating the screen, all materials should be at hand and all equipment available and ready for use. The last thing one wants to happen is to have a delay of any kind once the assembly of assay plates has begun. In this example, there was only a single miRNA array plate available from Exiqon for mouse/rat samples.  There are now two 384-well plates for mouse/rat and for human. This doubles the number of plates needing to be run and the logistics needed to do so. When there is more than one plate for each sample being processed, it is critical that they are setup and run back-to-back on the qPCR instrument utilising a 2-fold large PCR master mix containing the sample cDNA to ensure data uniformity for each sample on the two arrays.
 
Sample Preparation, cDNA Synthesis and qPCR Strategy
 
The first step is to dilute each RNA sample to the same concentration using nuclease-free H2O as shown in Table 11.3. The final sample concentration will be dependent on the manufacturers requirements. It is best to do this just before starting the screen, keeping the RNA concentration high as long as possible. We used DNA low-bind tubes from Eppendorf to minimise RNA binding to the tube at the relatively low final concentration of 5.5 ng/µl as recommended by Exiqon. The protocol for cDNA synthesis can be seen in Table 11.4. Following cDNA synthesis for all eight samples, the first two samples were prepared and the miRNA array plates run on the first day.  Note that one control and one tumour sample were run on day 1. On day 2, the remaining six samples (six plates) were setup and run. To keep the samples balanced for each day, three controls and three tumour samples were processed on day 2. Only two screening arrays are run on day 1 due to the time required for cDNA synthesis and getting ready for PCR plate processing mode. The run order presented above helps prevent any potential bias that could have occurred had we run two controls first day followed by the remaining controls and tumour samples. Depending on the number of biological groups and the number of samples per group, a similar strategy should be implemented for any qPCR screen to maintain balance in the sample run order.
 
 
 	RNA Sample Dilutions

	
			(ng/µl)
	(µl)
	(µl)
	(µl)
	(ng/µl)

	Sample ID
	Sample Type
	RNA Conc
	Nuc-free H2O
	RNA Vol
	Final Vol
	Final RNA Conc

	T-1
	Tumor
	155
	48
	1,8
	50
	5,5

	T-2
	Tumor
	260
	98
	2,1
	100
	5,5

	T-3
	Tumor
	220
	98
	2,5
	100
	5,5

	T-4
	Tumor
	160
	48
	1,7
	50
	5,5

	C-1
	Control
	120
	48
	2,3
	50
	5,5

	C-2
	Control
	120
	48
	2,3
	50
	5,5

	C-3
	Control
	130
	48
	2,1
	50
	5,5

	C-4
	Control
	240
	98
	2,3
	100
	5,5


Table 11.3 - RNA Sample Dilutions
 
 	miRNA cDNA Reactions

	
		Samples =
	4- Control
	4- Tumor

	Exiqon RT Reagents

	RT Master Mix
		1.0 Vol
	8.5 vol

	Reagent
	Final Amount
	Volume (µl)
	Volume (µl)

	Nuclease-free H2O
	*****
	9,0
	76,5

	5X Reaction Buffer
	1X
	4,0
	34,0

	RNA spike-in
	1X
	1,0
	8,5

	Enzyme Mix
	1X
	2,0
	17,0

		Total (µl)
	16,0
	136,0


Table 11.4 - miRNA cDNA Reactions
Exiqon RT Protocol
1) For each RNA sample (8) need to make 1-20 µl cDNA reaction = 1 tube/sample	
2) Pre-label the tubes	
3) Add 16 µl RT Master Mix to each tube = 8	
4) Add 4 µl diluted sample RNA (5.5 ng/µl) to 1 PCR tube in a strip
5) Run in the ABI thermocycler as follows:	
	42˚C - 60 min
	95˚C - 5 min
	20˚C - soak
	Store the cDNA tubes at 4˚C until used - do not dilute until day of use

 
miRNA Array Sample Setup, Dispensing and qPCR
 
The process for diluting the cDNA samples and setting up the array plates for days 1 and 2 are outlined in Table 5. In this example using Exiqon reagents, the cDNAs are diluted, mixed with an equal volume of 2X master mix and dispensed using a Biomek 2000 liquid handling robot. In this program, one set of eight tips was used to dispense the entire plate. The program has a single aspiration followed by four dispense steps in a repeat loop until the entire plate was filled. It was found that four dispenses per aspiration were the maximum that could be used and still maintain high precision. A similar strategy could be used with a hand 8-channel pipette but precision would need to be tested. Depending on the manufacturer of the arrays and their reagent requirements, the protocol may differ from what is shown in Table 5 but the basic order of events contained therein should be maintained. As plates are finished being assembled and ready for qPCR analysis, they are sealed and briefly spun down and stored at 4˚C until run on the qPCR instrument. Plates are run back-to-back to minimise the total run time per day.  After each plate is run, it is good practice to make a quick check of the amplification curves for the plate to make sure the overall shape of the curves looks similar from plate-to-plate. If there is a plate where the curves are not similar to the others, that plate, (sample) should be dropped from further analysis on technical grounds. Since the cause may be due to a problem with the reagent setup, it is important to ensure that every sample is being treated uniformly.
Following data collection on the qPCR instrument for all samples, the data need to be exported from the instrument. First, however, consideration needs to be made for how the Cq values are to be determined for the assays on each plate. For some instrument models, there are algorithms in place for determining Cq values without investigator intervention. These algorithms use the shape of the amplification curves to calculate Cq values for each sample on the plate. However, if the threshold-type method is used to determine Cq values, it is critical to have a common assay (interplate calibrator), preferably three technical replicates, on each plate. The mean of the Cq values for this calibrator assay can be used to determine a threshold value so that the mean Cq values for the calibrator assays are the same for each plate. This strategy cannot guarantee uniformity for all plates but it is far superior to choosing a single threshold value for all plates without any experimental basis. Once the Cq values have been determined for each sample plate, data can be exported in the format required by the software being used for data analysis. 
 
Data Analysis
 
The analysis of qPCR screening data is significantly more complex than the comparatively more simplistic analysis performed for a standard qPCR experiment bearing one or a few transcripts per plate.  For this reason, I highly recommend that software that can handle large data sets from qPCR arrays be used. There are two excellent programs on the market capable of performing data analysis for all aspects of any qPCR experiment, GenEx from Multid and qBase+ from Biogazelle. My example comes from a GenEx analysis workflow but something similar would work using qBase+. Analysis software is available from SA Bio/Qiagen in the form of Excel workbook macros for their data analysis and Life Technologies/Thermo Fisher have software for data analysis as well. However, I prefer a more robust software package that gives the end-user maximal flexibility and that has all the statistical analyses required for any qPCR experiment, include array screens.
 
The first challenge is to get all the Cq values from each plate/sample into the software with the correct annotation. For a standard qPCR experiment with a few plates, this is not a daunting task and follow-on data analysis can be performed using copy/paste of data to new sheets in an Excel workbook and applying the appropriate formulas. Data from a screen, however, is not so simple. The following description will use the GenEx software as a model but keep in mind that a similar workflow would be possible with qBase+. Recall we have only eight plates of data for four control and four tumour samples with 384 data points on each plate. All successive screens done had two 384-well plates per sample making data organisation that much more complex. GenEx uses a Wizard for importing the plate layout from the array manufacturer, importing data for each sample and adding appropriate labels for each sample. Without the Wizard, just getting the data into the software would be a Herculean task. I will not explain each step in detail as those would be specific to GenEx only but I will give the basics of what is done at each step. Make sure that each sample is appropriately named and that they are in an order than makes sense to you, in this case the control and tumour samples grouped together and labeled appropriately.
 
There are two main steps in the analysis of qPCR screening data. The first is to process the data so that what remains is ready for statistical analysis. The second step is to determine which miRNAs are changing significantly using the Student’s t-Test. Although other statistical tests could be performed, the validity of many of the miRNA assays is questionable and those data will bias the results. Those tests are only meaningful when a finite number of assays with defined parameters are run on the samples in a post-screen validation experiment.
 
Data processing
 
Figure 11.7 has a diagram 
outlining the steps 
described below.
 
 
1- Use the mean values of the inter-plate calibrators to normalise the data among all plates using a test within the software. This will normalise any technical differences among the plates.
2- If a spike-in control was run during cDNA synthesis to test for possible RT/PCR inhibition, there should be a test that will tell you whether these assays on each plate pass analysis. Unless one or more of the plates fails miserably, continue on with the analysis but keep a record of any plates that failed for consideration at the end of analysis.
3- Save a copy of the data set at this point in case you want to come back to this data set as a starting point.
4- Control assays intended for use in data normalisation are provided on each plate. In this case there are non-miRNA, small ncRNA assays on the plate as well as some miRNA assays found in multiple tissue sources. We will be using Global data normalisation so it’s best to delete these assays from the data set so they don’t bias the normalisation process. You can come back to the saved data set above if you wish to test these assays for their suitability as data normalisers in a follow-up analysis.
5- Next, choose a cut-off cycle value below which the data will be assumed to be invalid for quantification. Since we know nothing about the limit of quantification (LOQ) for any of the assays in the array, this value is somewhat arbitrary. Exiqon recommends a value of 37 cycles, which is high. For an mRNA screening array, 35 cycles would be a more appropriate value. The cut-off value for any assay is determined by the PCR efficiency. By choosing 37 cycles, the assays with low PCR efficiencies are included in the analysis. However, for those assays with a high PCR efficiency, such a high cut-off value will keep data that would normally be excluded in a single assay experiment. For example, at 100% PCR efficiency a single template copy would theoretically be detected at 33 cycles.
By performing the cut-off analysis, the software will eliminate all assays containing either Cq values that are all higher than 37 cycles or where there is no data for any sample. It will also eliminate individual values for assays that have Cq values above 37 cycles or no data and replace it with a NaN. The NaNs are placeholders that will be removed in another step.
6- Next a decision has to be made when to discard assays that have missing data above a certain percentage of the total number of data points where each data point represents one sample. In our case we should have eight data points per miRNA assay. What you want to avoid is eliminating miRNAs where one biological group has a signal and the other has none. That would, of course, be an ideal result. Set the minimum number of acceptable missing data samples to 50%. Any miRNA assay with more than half of the data missing will be eliminated from the data set. To determine this cut-off value for data sets with different sample numbers, divide the number of samples from the smallest biological group (if the number/group is not equal) by 2 and round up if necessary. Divide that value by the total number of samples in all groups, multiply by 100 and use that percentage value as the cut-off. For this screen we have eight samples in both groups/2 = 4, 4/8 = 0.5 x 100 = 50%.
7- The data set still has cells with no value which have to be filled in before we can proceed. There is no way to know why these cells have no value while there are acceptable Cq values (below the cut-off) for other samples for the same miRNA assay. Replace these blanks or NaN placeholders with a value of 40 (cycles) to represent the lowest possible value.
8- Next step is data normalisation.  The one real advantage of running so many different miRNA (or mRNA) assays in a qPCR assay array screen is that you can use the mean of all values to normalise the data set (Mestdagh et al., 2009). Run the Global normalisation protocol using only assays where the measured Cq values are ≤30 cycles. You want to normalize the data using cycle values for valid data points only.
9- It’s a good idea to save the data file at this stage as well. The data need to be converted into relative quantities. As we want to get true comparative relative values from the t-Test later on, GenEx allows you to set the comparison to nothing. Cycle numbers will be converted to relative values at this step.
10- Finally, you must recall that cycle data are in log format. That is why you subtract instead of dividing when performing a ddCq calculation. The data are converted to a linear value by using a Log2 conversion. Only linear data are normally distributed. Save this final preprocessed data set file and export the data for statistical analysis.
 
Statistics
 
1- In GenEx you have to define biological group names and which samples belong in which groups at this stage. There is an opportunity to define members of each group in the import wizard but it can be done here as well. Other programs may handle this issue differently but it has to be done before the final statistics are determined.
2- Run the Student’s t-Test on the final exported data set. The miRNAs with the lowest p-Values in a Tumor versus Control analysis (2-tailed, unpaired samples) are shown in Table 6. MicroRNAs with p-Values less than 0.05 are highlighted in yellow.
3- The data for the first sample, miR-207 looks pretty good. That is, the linear fold change is 4.4 and the p-Value is 0.00273. However, GenEx calculates what the p-Value has to be for significance based on the entire data set and in this case, it would have had to be lower than 0.0008. Therefore, although the p-Value is way below 0.05, the usual default value for significance, it is still not low enough to be truly significant in this data set. Just as GAPDH or 18SrRNA are not always appropriate for use as data normalisation assays for all experimental conditions, a p-Value less than 0.05 is not always significant for all data sets, a fact that appears to be unknown by many in the research community. Having said that and taking into account that not all the data may be valid, this miRNA is a prime candidate for follow-on validation testing.
4- The Normality test column for both biological groups has Not Determined rather than Pass or Not Pass. This is because this statistical test requires a minimum of seven samples per biological group. For Exiqon plates, sold in groups of four, using eight samples minimum per biological group will provide enough data for this test. In this instance, we have no idea how variable the values were for either biological group. Either group failing this test for any miRNA would nullify significant Fold Changes and p-Values. Not having this information means we are not sure how valid the values we do have are, in fact.
5- There are some intriguing results in our candidate list. How to proceed from here? The best approach is to select a subset of miRNAs from this list that have the greatest probability of having an influence on the biological phenomenon being investigated, in this case osteosarcoma verses the control samples. By testing these candidates with larger biological groups using individual miRNA assays in a validation experiment, we can find out if they are in fact true regulatory elements within our biological system as described below. An alternative validation plan would involve using a different technique such as microarrays or NGS which would have been an equally valid approach.
 
 
 
 	Table 11.6 GenEx Student's t-Test Report (part 1)

	(Tumor) vs (Control)
	Normality test (Tumor)
	Normality test (Control)
	Fold change
	Difference (log scale)
	P-Value

	rno-miR-207
	Not Determined
	Not Determined
	4,4
	2,13
	0,00273

	mmu-miR-675-5p
	Not Determined
	Not Determined
	7,1
	2,82
	0,00462

	mmu-miR-297c
	Not Determined
	Not Determined
	5,1
	2,35
	0,00891

	mmu-miR-743b-5p
	Not Determined
	Not Determined
	4,9
	2,29
	0,01139

	mmu-miR-130b
	Not Determined
	Not Determined
	3,2
	1,67
	0,01207

	mmu-miR-197
	Not Determined
	Not Determined
	9,2
	3,20
	0,01262

	rno-miR-409-5p
	Not Determined
	Not Determined
	-4,5
	-2,16
	0,01366

	mmu-miR-687
	Not Determined
	Not Determined
	6,5
	2,71
	0,01372

	mmu-miR-742
	Not Determined
	Not Determined
	3,5
	1,80
	0,01653

	mmu-miR-381
	Not Determined
	Not Determined
	2,2
	1,15
	0,01742

	mmu-miR-361
	Not Determined
	Not Determined
	-1,4
	-0,52
	0,01791

	mmu-miR-871
	Not Determined
	Not Determined
	25,6
	4,68
	0,01979

	mmu-miR-9
	Not Determined
	Not Determined
	17,7
	4,15
	0,02258

	mmu-miR-685
	Not Determined
	Not Determined
	1,8
	0,82
	0,02372

	mmu-miR-146b
	Not Determined
	Not Determined
	-4,2
	-2,09
	0,02799

	mmu-miR-345-3p
	Not Determined
	Not Determined
	-1,9
	-0,92
	0,02805

	mmu-miR-181d
	Not Determined
	Not Determined
	3,3
	1,70
	0,03165

	mmu-miR-874
	Not Determined
	Not Determined
	3,1
	1,63
	0,04057

	mmu-miR-20a
	Not Determined
	Not Determined
	1,9
	0,90
	0,04199

	mmu-miR-181c
	Not Determined
	Not Determined
	2,3
	1,23
	0,04516

	mmu-miR-139-3p
	Not Determined
	Not Determined
	2,3
	1,23
	0,04665

	rno-miR-346
	Not Determined
	Not Determined
	-2,5
	-1,30
	0,04684

	mmu-miR-217
	Not Determined
	Not Determined
	2,4
	1,24
	0,04709

	mmu-miR-380-3p
	Not Determined
	Not Determined
	-6,2
	-2,64
	0,04721

	mmu-miR-34a
	Not Determined
	Not Determined
	-1,9
	-0,95
	0,04759

	mmu-miR-449a
	Not Determined
	Not Determined
	-10,9
	-3,44
	0,04760

	mmu-miR-362-5p
	Not Determined
	Not Determined
	-1,6
	-0,65
	0,04973

	mmu-miR-682
	Not Determined
	Not Determined
	2,3
	1,20
	0,05085

	mmu-miR-200a
	Not Determined
	Not Determined
	-3,1
	-1,65
	0,05094

	mmu-miR-297b-5p
	Not Determined
	Not Determined
	5,0
	2,31
	0,05285

	rno-miR-146b
	Not Determined
	Not Determined
	-3,6
	-1,85
	0,05375

	mmu-miR-670
	Not Determined
	Not Determined
	4,2
	2,08
	0,05378

	mmu-miR-452
	Not Determined
	Not Determined
	2,1
	1,05
	0,05442

	mmu-miR-19b
	Not Determined
	Not Determined
	1,5
	0,57
	0,05465

	mmu-miR-680
	Not Determined
	Not Determined
	2,9
	1,52
	0,05794

						
	Highlighted samples included in post-screen validation experiment
					

 	Table 11.6 GenEx Student's t-Test Report (part 2)

	mmu-miR-345-3p
	Not Determined
	Not Determined
	-1,9
	-0,92
	0,02805

	mmu-miR-181d
	Not Determined
	Not Determined
	3,3
	1,70
	0,03165

	mmu-miR-874
	Not Determined
	Not Determined
	3,1
	1,63
	0,04057

	mmu-miR-20a
	Not Determined
	Not Determined
	1,9
	0,90
	0,04199

	mmu-miR-181c
	Not Determined
	Not Determined
	2,3
	1,23
	0,04516

	mmu-miR-139-3p
	Not Determined
	Not Determined
	2,3
	1,23
	0,04665

	rno-miR-346
	Not Determined
	Not Determined
	-2,5
	-1,30
	0,04684

	mmu-miR-217
	Not Determined
	Not Determined
	2,4
	1,24
	0,04709

	mmu-miR-380-3p
	Not Determined
	Not Determined
	-6,2
	-2,64
	0,04721

	mmu-miR-34a
	Not Determined
	Not Determined
	-1,9
	-0,95
	0,04759

	mmu-miR-449a
	Not Determined
	Not Determined
	-10,9
	-3,44
	0,04760

	mmu-miR-362-5p
	Not Determined
	Not Determined
	-1,6
	-0,65
	0,04973

	mmu-miR-682
	Not Determined
	Not Determined
	2,3
	1,20
	0,05085

	mmu-miR-200a
	Not Determined
	Not Determined
	-3,1
	-1,65
	0,05094

	mmu-miR-297b-5p
	Not Determined
	Not Determined
	5,0
	2,31
	0,05285

	rno-miR-146b
	Not Determined
	Not Determined
	-3,6
	-1,85
	0,05375

	mmu-miR-670
	Not Determined
	Not Determined
	4,2
	2,08
	0,05378

	mmu-miR-452
	Not Determined
	Not Determined
	2,1
	1,05
	0,05442

	mmu-miR-19b
	Not Determined
	Not Determined
	1,5
	0,57
	0,05465

	mmu-miR-680
	Not Determined
	Not Determined
	2,9
	1,52
	0,05794


 	Table 11.6 GenEx Student's t-Test Report (part 3)

	mmu-miR-670
	Not Determined
	Not Determined
	4,2
	2,08
	0,05378

	mmu-miR-452
	Not Determined
	Not Determined
	2,1
	1,05
	0,05442

	mmu-miR-19b
	Not Determined
	Not Determined
	1,5
	0,57
	0,05465

	mmu-miR-680
	Not Determined
	Not Determined
	2,9
	1,52
	0,05794

						
	Highlighted samples included in post-screen validation experiment


Section 6
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Performing a qPCR Validation Experiment 
Assay Rationale and Setup
 
The purpose of the screen is to find candidates for more thorough testing. This is true of any screen regardless of the technique employed. Unfortunately, many investigators spend their time and resources on proving the validity of the screening results rather than testing them in a proper post-screen validation experiment. Validation experiments can use a different technique from the screen, even totally different assay sources. This is certainly true of a qPCR screen as one could use the induction or depression of protein expression following the knockdown of selected miRNAs, for example. In this case we decided to use qPCR again as it was the fastest, least expensive method that the Core lab could perform for the investigator. The next question was should we use Exiqon assays or ones from another vendor? We stayed with Exiqon assays as this assay format has the advantages of using LNA bases in the primers for normalising annealing Tm values and greater template specificity.  Locked nucleic acid bases or LNAs (Exiqon holds this patent) have the advantage of imparting a higher Tm per base than standard bases. Thus, the primers can be much shorter and have the same Tm value compared to primers with standard bases. Further, since fewer bases make up the primer, they have higher template specificity as a single mismatch can be much more disruptive to primer annealing to the target sequence compared to a standard nucleotide base. The method used for synthesising cDNA is universal and avoids any issues with 3’-base extensions added to processed microRNAs as found by sequencing experiments (Wyman et al., 2011). This decision was also based on limited in-house comparison studies using assays from multiple vendors of miRNA assays with Let family members as assay targets. This is not to say that miRNA assays from other vendors do not work, they certainly do, but rather why we continued to use the Exiqon assay system.
 
Rather than focusing on just the miRNA candidates from the screen, the investigator decided to test miRNAs that had been implicated by other studies in osteosarcoma using individual miRNA assays. While all the miRNAs in this subset were in the screen, only two of them were in the ‘hit’ list. Although this isn’t a perfect example, it does present an opportunity to illustrate how a validation experiment is setup and performed while covering the most important aspects of the MIQE Guidelines.
 
Table 11.7 shows a comparison of the details from this validation experiment with those of the screen described above. LOQ and PCR efficiencies for each miRNA assay were obtained by using the PCR products from the screen for each target assay. Using those as template, 10-fold dilutions over 7-logs in molecular-grade, 100 ng/µl RNase-DNase-free E. coli tRNA (as carrier) were made starting with a 1/10,000 dilution of PCR product in E. coli tRNA. Note: amplified PCR product will contaminate your work area if not handled carefully. It is best to open the plate cover and make the 1/10,000-fold dilution of PCR product far, far away from your workbench using pipettes, tips and dedicated carrier solution that is not used to set up validation qPCR experiments. Due to the ligation step prior to RT within the Exiqon RT reaction, it is not surprising that there were no signals found in a test no-reverse transcriptase control experiment. There were also no signals found for any sample in a no template control test. Both of these were conducted separately from the validation experiment described below. The RNU1A1 assay used for data normalizationisation was determined from the screening plate data using geNorm analysis within the GenEx software. Compared to all the other potential ncRNAs on the plate array, this was the best choice.  geNorm analysis also paired RNU5A with RNU1A1 for optimal data normalizationisation but the investigator was only willing to have a single assay for data normalizationisation. Such is the frustration of being a core lab director. I should also note here that non-coding RNAs are not preferred for qPCR data normalisation for either mRNA nor miRNAs but the latter had not been established at the time this study was performed.
 
Setting up a validation plate bearing 12 ncRNA qPCR assays for 16 samples (eight per biological group), using the least amount of sample, reagents and time requires some planning.  The best setup is having all samples and assays on a single plate that is assembled and run at the same time. If the 16 samples are run in duplicate for each of the 12 assays, you can see that this will just fill a 384-well plate (16 rows x 24 columns). Other sample/assay combination robot programs were setup at the same time for future validation experiments. For experiments with larger sample sizes, multiple plates would be required. In this instance, all plates have to be setup and run on the qPCR instrument within the same day.
 
Next, how to assemble the components?  A standard qPCR experiment has the assay components included in the PCR master mix and the sample cDNA is then added. That is the only practical way to assemble a PCR plate when there are a large number of samples to be run for each target assay. However, in this case an alternative strategy presented itself, adding the template cDNA to the PCR master mix and then adding the assay components to each cDNA plus sample master mix. In this way, the template would not have the technical variability found in the standard assay setup described above. Slight changes in the amount of assay components added per reaction will have less effect on the final Cq values than variation in the amount of cDNA added per reaction. A Biomek 3000 liquid handling robot with an 8-channel tool was available so a program to combine all the components was planned for 16-samples in duplicate and 12-ncRNA assays. The same plate setup strategy could be made using an 8-channel pipette set up by hand. Before using any robot program, it has to be tested for accuracy and precision. qPCR data from the Biomek 3000 for a validation program designed to test four different qPCR assays against 48-samples, in duplicate, are shown in Figure 8. In this experiment, each sample block of 96-wells contained one dilution of a four-log template dilution series with master mix containing purified synthetic oligonucleotide bearing the assay amplicon sequence as template in place of cDNA for the human Versican qPCR assay. Primer and probe were placed in each of the four different assay positions. As you can see, the data are very tight for all 96-samples per template dilution when run on the LC480.  The linear regression is also shown in Figure 11.8 and the mean data for all 4-dilutions are shown in Table 11.8. A similar quality control (QC) experiment was performed for layouts for 16 samples x 12 assays and 32 samples x 6 assay programs. The number of assays that can be run with 32 and 48 samples is proportionally reduced to fit a 384-well plate but the setup for those experiments is essentially the same as shown for 16 samples.
 	4-Log Dilution Series

	 48 Samples/Dilution

	Dilution
	Mean Cq
	StDev Cq

	1
	22,66
	0,09

	2
	25,94
	0,16

	3
	29,36
	0,14

	4
	32,58
	0,25


 
The first step in the validation process was to make cDNA from all 16 samples using duplicate RT reactions for each sample so that any variability at the RT step would be included in the analysis. Figure 11.9 shows how each sample was laid out in a 96-well full skirted PCR plate and Table 11.9 shows how each sample was diluted prior to cDNA synthesis. Due to the tapered geometry of full-skirted PCR plates, we found that they make the best source plates for robotics. The 16 samples were set up by hand and processed for cDNA synthesis using a thermocycler (MJR Dyad, 96-well block) using Exiqon reagents and protocol for individual assays. The reagent setup for cDNA synthesis is shown in Table 11.10.  The cDNA template for each sample for all 12 ncRNA assays was mixed with an equal volume of PCR master mix large enough for addition to the 24 wells for each sample. Table 11.11 shows the dilution setup for each primer assay and Figure 11.10 shows how the diluted assay components were arrayed in a 96-well PCR source plate. Table 11.12 shows the protocol for dilution of the cDNAs and how they were added to the Exiqon PCR master mix. The robot added 6 µl of cDNA/PCR master mix per well for each sample on the 384-well PCR assay plate followed by 4 µl of diluted primer mix for each assay. The final layout on the 384-well plate can be seen in Figure 11.11. The plate was sealed, spun down and run using the cycling conditions recommended by Exiqon for individual assays for 45 cycles on a Roche LC480 real-time qPCR instrument. Final Cq values were determined using the second derivative algorithm. The data were exported as a text file. Representative Cq values for 10 of the 12 assays are represented by mmu-miR130b and can be seen in Table 11.13. The corresponding amplification curves are in Figure 11.12. The data for assays mmu-miR129-5p and mmu-miR670 were below their respective LOQ values and were not processed further.
  
 
 
 	Table 11.9 - Dilution of RNA samples for RT Reactions

	Validation Experiment

	1- Make RNA dilutions into Eppendorf Lo-Bind tubes

		RNA Sample Dilutions for miRNA Screening

	(ng/µl)
	(µl)
	(µl)
	(µl)
	(ng/µl)

	Sample Name
	Sample ID
	RNA Conc
	Nuc-free H2O
	RNA Vol
	Final Vol
	Final RNA Conc

	C-1
	#1
	120
	48
	2,3
	50
	5,5

	C-2
	#2
	120
	48
	2,3
	50
	5,5

	C-3
	#3
	130
	48
	2,1
	50
	5,5

	C-4
	#4
	240
	98
	2,3
	100
	5,5

	C-5
	#5
	200
	97
	2,8
	100
	5,5

	C-6
	#6
	200
	97
	2,8
	100
	5,5

	C-7
	#7
	200
	97
	2,8
	100
	5,5

	C-8
	#8
	200
	97
	2,8
	100
	5,5

	T-1
	#9
	200
	97
	2,8
	100
	5,5

	T-2
	#10
	200
	97
	2,8
	100
	5,5

	T-3
	#11
	200
	97
	2,8
	100
	5,5

	T-4
	#12
	200
	97
	2,8
	100
	5,5

	T-5
	#13
	112
	48
	2,5
	50
	5,5

	T-6
	#14
	263
	98
	2,1
	100
	5,5

	T-7
	#15
	120
	48
	2,3
	50
	5,5

	T-8
	#16
	220
	98
	2,5
	100
	5,5

	2 - Store samples at 4° C

	2- Store samples at 4˚C
						

 	Table 11.10 - cDNA Synthesis for Validation Samples

	Exiqon RT Reagents

	RT Master Mix
		1 Vol
	38 vol

	Reagent
	Final Amount
	Volume
	Volume

	Nuclease-free H2O
	*****
	4,5
	171

	5X Reaction Bfr
	1X
	2
	76

	RNA spike-in
	1X
	0,5
	19

	Enzyme Mix
	1X
	1
	38

		Total (µl)
	8
	304


 	Table 11.10 - Exiqon RT Protocol

	1) For each RNA sample (16) need to make 2-10 µl cDNA reactions = 32 total

	2) Label 1 96-well PCR plate for samples #1 - #16, 2 wells/sample (see layout)

	3) Carefully add 8 µl RT Master Mix to each well = 32 total

	4) Very carefully add 2 µl diluted sample RNA 5.5 ng/µl) to each of 2 wells/sample

	5) Run the plate in the MJR Dyad thermocycler as follows:

		42˚C - 60 min

	95˚C - 5 min

	20˚C - soak

	6) Put a heat seal on the RT plate and store at 4˚C until used


 	Table 11.11 - Exiqon miRNA Primer Diutions for 16 Sample Validation

	
	Number
	miRNA Primers
	Number
	miRNA Primers

	#1
	mmu-mir-29a
	#7
	mmu-mir-125b-5p

	#2
	mmu-mir-670
	#8
	mmu-mir-129-5p

	#3
	mmu-mir-221
	#9
	mmu-mir-9

	#4
	mmu-mir-130b
	#10
	mmu-mir-187

	#5
	mmu-mir-222
	#11
	mmu-mir-130a

	#6
	mmu-mir-100
	#12
	RNU1A1


 	Exiqon Primer Mix
	xxx-xxx-xxx
		55 vol

	Nuclease-free H2O
	*****
	3
	165

	Exiqon Assay Primer Mix
	1X
	1
	55

		Total (µl)
	4
	220


 	1) Add 27 µl diluted miRNA primer/well in 1 column each (see layout) of a 96-well PCR plate


 	Table 11.12 (part 1) - 10-Fold Dilution of Validaton cDNAs

	
	1) Add 90 µl nuclease-free H2O to each cDNA reaction (= 32 total)

	2) Mix well after each addition

	3) Tap spin plate

	4) store on ice until used

	5) Store at -20˚C for long term

	
	B3K Setup for qPCR miRNA Assay Validation

	
	Thaw Exiqon SYBR PCR MM on ice

	Thaw miRNA primer mixes on ice

				1 Vol
	18 Vol

	Initial Amount
	Reagent
	Final Amount
	Volume
	Volume

	1:10 Dilution
	cDNA
	1:100
	1
	18

	2X
	SYBR PCR MM
	1X
	5
	90

				6
	108

	1) Add  90 µl Exiqon 2X SYBR PCR MM/well to columns 1 & 2 on a 96-well deep plate
				
	2) Add 18 µl diluted cDNA to each well, 1 well/sample as per the layout 
				
	3) Mix well with pipetter after adding cDNA & on plate mixer 1 min @600 RPM
				
	4) Use this plate as cDNA source for all 12 primers (miRNA assays)
				
	5) Put the cDNA/SYBR MM, Primer & Roche LC480 plates plus 2-50 µl tip boxes 
				
		on the B3K deck
			
	6) Run on the B3K using the miRNA Validation program for 16 samples
				

 	Table 11.12 (part 2) - B3K Setup for qPCR miRNA Assay Validation

	1) Add  90 µl Exiqon 2X SYBR PCR MM/well to columns 1 & 2 on a 96-well deep plate

	2) Add 18 µl diluted cDNA to each well, 1 well/sample as per the layout 

	3) Mix well with pipetter after adding cDNA & on plate mixer 1 min @600 RPM

	4) Use this plate as cDNA source for all 12 primers (miRNA assays)

	5) Put the cDNA/SYBR MM, Primer & Roche LC480 plates plus 2-50 µl tip boxes on the B3K deck

	6) Run on the B3K using the miRNA Validation program for 16 samples


 	 Table 11.13 (part 1) - LC480 Data for mmu-miR130b

	Include
	Color
	Pos
	Name
	Cp
	Mean Cp
	StDev Cp

	TRUE
	255
	A7
	C-1
	35,76
	36,46
	0,98

	TRUE
	255
	A8
	C-1
	37,15
		
	TRUE
	255
	B7
	C-2
	33,15
	33,05
	0,15

	TRUE
	255
	B8
	C-2
	32,94
		
	TRUE
	255
	C7
	C-3
	35,75
	35,51
	0,35

	TRUE
	255
	C8
	C-3
	35,26
		
	TRUE
	255
	D7
	C-4
	35,26
	35,90
	0,90

	TRUE
	255
	D8
	C-4
	36,53
		

 	 Table 11.13 (part 2) - LC480 Data for mmu-miR130b

	Include
	Color
	Pos
	Name
	Cp
	Mean Cp
	StDev Cp

	TRUE
	255
	E7
	C-5
	34,81
	34,45
	0,51

	TRUE
	255
	E8
	C-5
	34,09
		
	TRUE
	255
	F7
	C-6
	34,16
	34,93
	1,09

	TRUE
	255
	F8
	C-6
	35,70
		
	TRUE
	255
	G7
	C-7
	33,26
	33,50
	0,33

	TRUE
	255
	G8
	C-7
	33,73
		
	TRUE
	255
	H7
	C-8
	34,31
	34,38
	0,09

	TRUE
	255
	H8
	C-8
	34,44
		
	TRUE
	255
	I7
	T-1
	34,21
	34,03
	0,25

	TRUE
	255
	I8
	T-1
	33,85
		
	TRUE
	255
	J7
	T-2
	32,16
	32,25
	0,12

	TRUE
	255
	J8
	T-2
	32,33
		
	TRUE
	255
	K7
	T-3
	33,76
	33,70
	0,09

	TRUE
	255
	K8
	T-3
	33,63
		
	TRUE
	255
	L7
	T-4
	31,75
	31,98
	0,33

	TRUE
	255
	L8
	T-4
	32,21
		
	TRUE
	255
	M7
	T-5
	33,78
	33,37
	0,58

	TRUE
	255
	M8
	T-5
	32,96
		
	TRUE
	255
	N7
	T-6
	32,44
	32,35
	0,13

	TRUE
	255
	N8
	T-6
	32,25
		
	TRUE
	255
	O7
	T-7
	33,02
	32,74
	0,40

	TRUE
	255
	O8
	T-7
	32,45
		
	TRUE
	255
	P7
	T-8
	34,35
	34,43
	0,11

	TRUE
	255
	P8
	T-8
	34,50
		

Analysis
The final data set from a t-Test analysis plus fold differences for the remaining nine candidate miRNA assays can be seen in Table 11.14. There are five miRNA assays (in blue) that have greater than a two-fold difference between the eight control and eight tumour sample RNAs tested but only two, miR-125a-5p and miR-187, have significant fold-differences with correspondingly low p-values. These two are examples of final candidates worth following up with larger sample sizes and with other assay techniques. If you look at the initial screening data using only 4-samples in each biological group, you will be reminded that miR-9 and miR130b were very promising candidates (Table 11.6). However, in looking at the validation results, neither held up for further study.  From the data, a dendrogram and a principal component analysis graph were generated in GenEx but in neither case did the control and tumour samples cluster in 2 separate groups. Group-specific clustering and linkage is the ideal result from these 2 analyses. In the dendrogram, two of the tumor samples clustered with two of the tumor samples and three of the controls clustered with the remaining tumour samples (data not shown). In the PCA, there was no group-specific clustering. This is most likely due to the fact that not all of the miRNA assays differentiated the two biological groups.
 	Table 11.14 - Student's t-Test - Fold Differences

			
	Validation
	8 x 8 - Samples
	
	miRNA
	Fold Difference
	p-Value

	miR-9
	1,18
	0,8708

	miR-29a
	1,95
	0,0375

	miR-100
	2,87
	0,0217

	miR-125a-5p
	4,06
	0,0012

	miR-130a
	2,34
	0,0546

	miR-130b
	1,92
	0,0550

	miR-187
	4,96
	0,0001

	miR-221
	1,84
	0,1413

	miR-222
	2,33
	0,0497

			
	RNU1A1 used for data normalization


 
Section 7
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Conclusions
Once the decision to perform a RT-qPCR screen has been made, the information above should provide a useful outline of how to proceed. The strategy employed can be applied to mRNA screens from any vendor. There will be some vendor-specific step changes for sure, but the basic strategy will still apply. Any screen is a search for candidates that are changing within the biological context being studied. Follow-on validation is critical for arriving at a final list of assays worthy of further study.
 
The first basic tenet is to keep the experimental workflow as consistent as possible for all samples involved. Each major step in the process must be tested to make sure that everything is working as expected for the qPCR instrument and the remaining equipment being used. The largest variable in any qPCR experiment is the person doing the work. Therefore, only one person should perform each step so that any variability is keep consistent at each step of the process. Not only is it important that each sample be handled uniformly throughout the screening and validation process, but the order in which samples are run must also be taken into account. For any experiment, there is always technical error. Keeping that error to a minimum so that more than the largest biological differences can be measured is the goal. 
 
Secondly, it is critical that enough samples be used for the screen to ensure the best results. Exiqon miRNA screening plates come in packs of four so it makes sense to use sample sizes in multiples of four. For laboratory mice, even though inbred, four samples per biological group were not sufficient. A minimum of seven samples per biological group is required in order to test for normality in the data amongst the group members. If the data are greatly scattered within the members of one or both biological groups, the fold difference between the groups will be meaningless. Without enough members to perform this test, the screen was at a disadvantage statistically. That begs the question how many samples are needed in each group? Some time ago in a clinical trial when RNA samples were low in abundance, the question was asked “how many human samples does it take in a pool to equal the values obtained from running each sample individually”. This was for total RNA samples from the endometrium looking at six different mRNA targets using RT-qPCR. The answer was 20 samples per biological group. In the example shown above, more than four samples per biological group for the screen would have been desired, at least eight. However, only four samples per group passed our in-house RNA quantity and quality measures and the investigator didn’t want to wait months to generate new samples.  The ideal number for the screen would have been 8-12 per group and for the validation, over 20 per group to get solid statistical data. As seen in the above examples, there were relatively few candidates found or potentially validated when fewer samples per group were used. As described above, those sample numbers are not always practical so a reasonable middle ground must be found. 
 
Finally, make sure you have a solid plan for data analysis. The example above should point out that a screening experiment is not the same as a standard qPCR experiment. The use of commercially available software is highly encouraged. Every possible step in the process can be easily performed and any qPCR experimental data set can be analyzed.
 
 
Acknowledgement
 
I would like to thank Dr. Stephen Bustin for his assistance in reviewing the manuscript prior to submission.
Section 8
[image: ]
Literature
Becker, C., Hammerle-Fickinger, A., Riedmaier, I., and Pfaffl, M. W. (2010). mRNA and microRNA quality control for RT-qPCR analysis. Methods 50, 237-243.
Bustin, S. A., Benes, V., Garson, J. A., Hellemans, J., Huggett, J., Kubista, M., Mueller, R., Nolan, T., Pfaffl, M. W., Shipley, G. L., Vandesompele, J., and Wittwer, C. T. (2009). The MIQE guidelines: minimum information for publication of quantitative real-time PCR experiments. Clin Chem 55, 611-622.
D’haene, B., Mestdagh, P., Hellemans, J., and Vandesompele, J. (2012). miRNA expression profiling: from reference genes to global mean normalization. Methods Mol Biol 822, 261-272.
Kloprogge, F., Simpson, J. A., Day, N. P., White, N. J., and Tarning, J. (2014). Statistical Power Calculations for Mixed Pharmacokinetic Study Designs Using a Population Approach. AAPS J 16, 1110-1118. PMID: 25011414.
Mestdagh, P., Van Vlierberghe, P., De Weer, A., Muth, D., Westermann, F., Speleman, F., and Vandesompele, J. (2009). A novel and universal method for microRNA RT-qPCR data normalization. Genome Biol 10, R64.
Nolan, T., Hands, R. E., and Bustin, S. A. (2006a). Quantification of mRNA using real-time RT-PCR. Nat Protoc 1, 1559-1582.
Nolan, T., Hands, R. E., Ogunkolade, W., and Bustin, S. A. (2006b). SPUD: a quantitative PCR assay for the detection of inhibitors in nucleic acid preparations. Anal Biochem 351, 308-310.
Vandesompele, J., De Preter, K., Pattyn, F., Poppe, B., Van Roy, N., De Paepe, A., and Speleman, F. (2002). Accurate normalization of real-time quantitative RT-PCR data by geometric averaging of multiple internal control genes. Genome Biol 3, RESEARCH0034.
Vermeulen, J., De Preter, K., Lefever, S., Nuytens, J., De Vloed, F., Derveaux, S., Hellemans, J., Speleman, F., and Vandesompele, J. (2011). Measurable impact of RNA quality on gene expression results from quantitative PCR. Nucleic Acids Res 39, e63.
Wyman, S. K., Knouf, E. C., Parkin, R. K., Fritz, B. R., Lin, D. W., Dennis, L. M., Krouse, M. A., Webster, P. J., and Tewari, M. (2011). Post-transcriptional generation of miRNA variants by multiple nucleotidyl transferases contributes to miRNA transcriptome complexity. Genome Res 21, 1450-1461.
[image: ]
Chapitre 17
[image: ]
MIQE translations
Afif Abdel Nour
[image: ]
Chapitre 18
[image: ]
MIQE qPCR and dPCR online applications
Afif Abdel Nour
 
 
Get help from a special team of experts in qPCR while on the move. MIQE - qPCR helps you in reviewing scientific works and checking your own experiments, when qPCR is involved. Check your project's compliancy to MIQE in minutes, have all required references in hands, and follow qPCR events and news. Add to that, iCloud features are now included, so you can keep working on all your devices with the same data.
· The qPCR turns digital, so does this app. All new checklists, references dedicated to ddPCR are included!
· Now MIQE qPCR app is even more interactive. For the first time ever, checklists are optimized in real time: you can reach 100% for every project if you are MIQE compliant. 
· Checklists are specific for each project type: just click on the kind of nucleic acid you are working with, the checklists adapts instantly by removing unnecessary items (Reverse transcription items are not relevant if working only on DNA for instance). 
· Moreover, some items may not apply to your specific experiments. You can now remove them and have the most accurate MIQE compliancy. 
· References have been updated, so you can keep in touch with latest MIQE related literature, symposium updates and more. 
· Last but not least: Export is available. You can archive the state of your project whenever you want, share it with your colleagues, and store it.
 
Please note that Android and HTML5 apps are also available.
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